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ABSTRACT

CONTINUOUS AMERICAN SIGN LANGUAGE TRANSLATION WITH ENGLISH SPEECH

SYNTHESIS USING ENCODER-DECODER APPROACH

Preetham Ganesh, M.S.

The University of Texas at Arlington, 2021.

Supervising Professor: Vassilis Athitsos

Interaction between human beings brings about improvements in science and technology. How-

ever, the interaction is limited for people who are deaf or hard-of-hearing, as they can only commu-

nicate with others who also know their sign language. With the help of recent technologies, such

as Deep Learning, the gap can be bridged by converting Sentence-based Sign Language videos

into English language speech. The methods discussed in this thesis are taking a step closer to

solve that problem. There are four steps involved in converting ASL (American Sign Language)

videos to English language speech. Step 1 is to recognize the phrases performed by the user in the

videos. Step 2 is to convert the SVO (Subject-Verb-Object) phrases in the ASL glossary to English

language text format. Step 3 would be to convert the English language text (graphemes) to En-

glish language phonemes. Step 4 would be to convert the English language phonemes to English

language spectrogram.

We developed the Video-to-Gloss module by constructing a Sentence-based ASL dataset us-

ing word-based WLASL (Word-level American Sign Language) dataset as the base dataset, where

the WLASL dataset was used for generating random phrases from the videos. We used 2D (2-

Dimensional) human pose-based approach for extracting keypoint information from videos, and

the extracted information were fed into the Seq2Seq (Sequence-to-Sequence) architecture to con-

vert the signs from videos into words (ASL gloss). We developed the Gloss-to-Grapheme module

using the ASLG-L12 dataset, where the Attention-based Seq2Seq & Transformer architectures
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were used for training the models. We developed the Grapheme-to-Phoneme module using the

CMUDict dataset, where the models were trained similar to the Gloss-to-Grapheme module, i.e.,

using the Attention-based Seq2Seq architectures were used to train the model. We developed the

Phoneme-to-Spectrogram model using the LJSpeech dataset, where the Transformer architecture

was used for training the model.

KEYWORDS: Sign Language Recognition, English Speech Synthesis, ASL Translation, Seq2Seq

model, Attention Mechanism.
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Chapter 1

INTRODUCTION

Sign language is a tool used by people who are deaf or hard-of-hearing. Different countries or

regions follow no universal sign language. Around the world, there are more than 135 sign lan-

guages. Most countries have their sign languages such as ASL (American Sign Language), BSL

(British Sign Language), AUSLAN (Australian Sign Language), ISL (Indian Sign Language), and

many more. ASL is a proper, natural language with similar semantic properties as spoken lan-

guages. ASL is mainly communicated with the help of movements in the face and hands. If an

outsider wants to interact with a person from the sign language community, they may have to learn

their corresponding sign language and then converse, which is time-consuming and requires much

effort. A solution to this would be to use a translator who would know the corresponding sign

language, but it can be expensive and intrusive.

An efficient solution would be to use an application that can recognize the sign language in the

videos and convert them into English language Speech with the help of the latest technologies such

as Computer Vision and Natural Language Processing. In this thesis, we have designed a pipeline

that would convert sentence-based ASL videos to English language speech. It mainly requires the

following four steps:

1. Recognize the words in the Sign Language videos (Video-to-Gloss module).

2. Convert the ASL phrases from SVO (Subject-Verb-Object) format to English language text

format (Gloss-to-Grapheme module).

3. Convert the English language test (graphemes) to English language phonemes (Grapheme-

to-Phoneme module).

4. Convert the English language phonemes to English Language spectrogram (Phoneme-to-

Spectrogram module).
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Sign Language Recognition can be done in 3 different ways: (1) Character-level Sign Language

Recognition, (2) Word-level Sign Language Recognition (isolated), and (3) Sentence-level Sign

Language Recognition (continuous). Characters-level Sign Language has 36 signs, where 26 are

for the English alphabets, and the remaining ten are numerals (0-9). Although there have been

many works in the area of Character-level Sign Language Recognition [1, 2], it is intensive to spell

every word in the sign language and hence is not used in day to day life. A more straightforward

approach would be to use Word-level Sign Language Recognition or Sentence-level Sign Language

Recognition. However, there are a few difficulties in these approaches, which are listed below:

• The sign language vocabulary in daily use is relatively high (mostly in thousands), making

it challenging to develop a system capable of capturing the features in all the signs.

• Despite the extensive vocabulary, there are a few words that may not be present in it, such as

people’s names; in such cases, it may be necessary to use character-level signs to represent

those words.

• The recognition of signs mainly depends on the mixture of body, hand, and head movement.

There can be two signs which may make just a subtle difference, which, if not appropriately

recognized, may lead to incorrect classification.

ASL gloss translation is necessary because someone outside the sign language community can

not comprehend all SVO format sentences. This can be illustrated with the help of 2 examples:

1. • ASL Gloss: Ginger should not eat beef

• English Text: Ginger should not eat beef

2. • ASL Gloss: Tennis I like play not

• English Text: I don’t like to play tennis

In example 1, it can be understood that the words in both sentence structures remain the same;

however, in example 2, it can be understood that the order of words in both the sentences are
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different, along with the choice of words. Hence, the translation of SVO format text to English

language text is necessary.

The English Speech Synthesis is another critical component of the thesis, where the English

language text is converted from text to speech using deep neural networks. It is used in many fields

such as GPS (Global Positioning system), devices with speech capability, and people with visual

and reading disabilities [3]. In other words, it helps people interact with IoT (Internet of Things)

devices, where the interaction does not require any physical interface; instead, a person’s voice

would act as the interface. There are multiple stages in the process of converting any language

text to its corresponding speech, namely, Grapheme-to-Phoneme conversion model, phoneme seg-

mentation model, phoneme duration model, fundamental frequency model, and audio synthesis

model [4]. Due to its complexity in the number of stages, Speech Synthesis is still one of the top

researched topics in deep learning.

The methodology mentioned in this thesis is a step towards solving the problems/difficulties

mentioned above. We propose a novel state-of-the-art end-to-end approach to the translation of

ASL videos to English language speech. The contributions of this research as follows:

• First exploration of ASL videos to English language speech problem.

• We introduce a sizeable sentence-based dataset containing short phrases (length = 4) using

WLASL as the base dataset.

• Performance improvement to Sign language Recognition on the WLASL dataset.

• First exploration on usage of POS (Parts-of-Speech) Tagging approach to ASL Gloss to

English language text translation.

• Performance improvement to ASL Gloss to English language text on the ASLG-PC12 dataset.

• We also provide an ablation study on testing different parameter ranges and combinations

such as Attention mechanism, model complexity, and many more.
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The structure of the proposed work is as follows: Chapter 2 discusses the related works in the

field of Sign language recognition and English speech synthesis techniques used by researchers;

Chapter 3 explains the methodology used for developing the proposed system; Chapter 4 describes

in detail the datasets used, performance measures used, results of the proposed system; Chapter 5

concludes the report based on the derived results.
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Chapter 2

RELATED WORK

This chapter reviews the different approaches to Sign Language Recognition, ASL Gloss Trans-

lation, Grapheme-to-Phoneme conversion, and English Speech Synthesis, and its state-of-the-art

results.

2.1 VIDEO-TO-GLOSS DATASETS

There are six publicly available Word-based Sign Language datasets, such as Purdue RVL-SLLL

American Sign Language dataset [5], ASL-LVD (American Sign Language Lexicon Video Dataset)

[6], BSLCP (British Sign Language Corpus Project) dataset [7], MSASL (Microsoft American

Sign Language) dataset [8], WLASL (Word-level American Sign Language) dataset [9], and BSL-

1K (British Sign Language - 1K) dataset [10]. Table 2.1 contains the details of the Word-based

Sign Language datasets mentioned above.

Table 2.1: Details of the Word-based Sign Language datasets

Name Country Classes Samples Subjects
Purdue RVL-SLLL [5] American 39 2576 184

ASL-LVD [6] American 2742 9794 -
BSLCP [7] British ≈ 5000 ≈ 50000 249
MSASL [8] American 1000 25513 222
WLASL [9] American 2000 21083 119
BSL-1K [10] British 1064 ≈ 273K 49

The Purdue RVL-SLLL dataset [5] contains 2576 videos, where these signs in the videos were

performed by 14 volunteers, with approximately 184 videos per volunteer. The vocabulary count

of the words in the dataset is 39. All the videos were recorded in high-resolution with different

lighting conditions to ensure that each signer had fewer shadows and enhanced contrast. Each

video in the dataset was recorded in the RGB format with AVI extension where the frame size was

640 x 480 pixels.
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The ASL-LVD [6] contains 9794 videos, with a unique vocabulary count of 2742 words, where

each gloss had approximately 3.6 videos. The first frontal view and face view videos were recorded

at 60 fps, with a frame size of 640 x 480 pixels, and the second frontal view videos were recorded

at 30 fps with a frame size of 1600 x 1200 pixels. The BSLCP dataset [7] consists of nearly 50000

videos with a unique vocabulary count of approximately 5000. The average number of videos per

gloss sign is 10, where 249 different signers performed the signs.

The MSASL dataset [8], contains 25513 videos, where the unique vocabulary count is 1000.

The authors provided 4 subsets of the dataset based on the vocabulary count, i.e., gloss count =

{100, 200, 500, 1000}. A total of 222 signers have performed the videos’ actions, where the

minimum number of videos per class is 11, and the mean number of videos per class is 25.5. A

total of 16054 videos are in the training set, 5287 videos in the validation set, and 4172 videos in

the testing set. The combined duration of the video dataset is 24 hours and 39 mins approximately.

The WLASL dataset [9], contains 21083 videos with a unique gloss count of 2000. The dataset

comprises signs performed by 119 signers, with a mean number of 10.5 videos per gloss. The

length of videos in the dataset ranges from 0.36 seconds to 8.12 seconds, where the average length

of videos is 2.41 seconds. Similar to the MSASL dataset [8], the authors of the paper also split the

dataset into 4 subsets based on the unique gloss count, gloss count = {100, 300, 1000, 2000}. The

total duration of the video dataset was approximately 14 hours.

There are two publicly available datasets for Sentence-based Sign Language datasets, RWTH

PHOENIX Weather 2014 dataset [11], and SIGNUM [12]. Table 2.2 contains the details of the

Sentence-based Sign Language datasets mentioned above.

Table 2.2: Details of the Sentence-based Sign Language datasets

Name Country Classes Samples Subjects
PHOENIX 2014 [11] German 1200 45760 9

SIGNUM [12] German 450 33210 25
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Since, there are no publicly available large phrase-based/sentence-based dataset for ASL, we

construct a dataset using a word-based ASL dataset as the base dataset. There are four options

for word-based ASL dataset, namely, Purdue RVL-SLLL ASL dataset [5], ASL-LVD [6], MSASL

dataset [8], and WLASL dataset [9]. We chose WLASL dataset as the base dataset because, when

compared in terms of number of classes it has more number of classes than Purdue RVL-SLLL

ASL dataset, and MSASL dataset, and lesser number of classes than ASL-LVD. However, when

WLASL and ASL-LVD dataset are compared in terms of number of videos per class, WLASL has

higher number of videos per class.

2.2 SEQUENCE-TO-SEQUENCE APPROACHES

The Seq2Seq (Sequence-to-Sequence) model [13] mainly consists of 2 sub-models: An Encoder

model and a Decoder model. The Encoder takes input from one format and encodes it with the

help of RNN (Recurrent Neural Network). The results are passed into the decoder, which then

decodes it to the output format with the help of RNN and a softmax layer. It has multiple uses

such as response generation, language translation, image captioning, and text summarization [14].

Bahdanau et al. in [15] introduced the concept of Attention to the Seq2Seq architecture, as the

normal Seq2Seq failed to work for longer sentences (i.e., more than 40 words or tokens). The

authors’ idea presented in the paper was to use the input and the previous timestep’s output to

predict the output of the current timestep. The authors concluded that their approach produced

better results than the previous Seq2Seq model [13] for longer sentences.

Luong et al. in [16] provided different approach to the Attention-based Seq2Seq model. The

Bahdanau Attention model is considered a Local Attention model, whereas the Luong Attention

model is a Global Attention model. The difference between the Luong Attention model and the

Bahdanau Attention model is that the Bahdanau Attention model uses the output for the top-most

LSTM layer from the encoder model to calculate the context vector and concatenates the context

vector with the top-most LSTM layer’s previous timestep’s output. However, the Luong Attention
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model takes the output of the top-most LSTM layer of both the Encoder and Decoder models for

calculating the context vector.

Vaswani et al. in [17] proposed a Self-Attention based DNN (Dense Neural Network) Seq2Seq

modeling, commonly called as Transformer architecture. It computes the context vectors based

on a Multi-layer DNN model where each layer DNN layer is attached to a Self-Attention layer.

The Self-Attention layer allows the input to interact to identify the words that need more attention.

There are two advantages of Self-Attention over other Attention architectures: (1) Capability to

perform parallel computing (in comparison with RNN based Encoder and Decoder models); (2)

Lesser need for Deep RNN architectures, which take more time compared to Deep DNN architec-

tures. It helps in a more effortless flow of gradients through all the states, which helps solve the

vanishing gradient problem to some extent. The Multi-head attention helps the model coopera-

tively attend to the statistics from unique representation subspaces at unique positions.

2.3 VIDEO-TO-GLOSS APPROACHES

There are three steps involved in the video-based sign language recognition process, namely (1)

feature extraction, (2) temporal mapping of features, and (3) classification. Many researchers

have tried different approaches for feature extraction in sign language recognition, such as hand-

engineered feature-based classification [18, 19], body part-based classification [20, 21, 22], facial

features based recognition such as [12, 23], image appearance-based CNN (Convolutional Neural

Network) based recognition [24, 25], and pose information-based recognition [26, 27].

There are many approaches performed by researchers for the temporal mapping of features

from CNN for sign language recognition such as HMM (Hidden Markov Model) based approach

[28, 29], GRU (Gated Recurrent Unit) based approach [9, 30], and LSTM (Long Short-Term Mem-

ory) [20, 31]. Researchers have tried 3D (3-Dimensional) CNN models to map the spatial and

temporal features from a video in a combined manner instead of extracting separately [32, 33].
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The image appearance-based model consists of a CNN, used to extract spatial features from

images given as input, and pass the extracted features (flattened or average pooled) into fully

connected layers for classification [34, 35]. Over time, the CNN models started extracting complex

features from images, i.e., these models could extract spatial features from images and extract

temporal features from a sequence of photos, i.e., videos [36, 37].

There are two ways to extract the temporal features, (1) combine a 2D (2-Dimensional) CNN

model to extract the spatial features with a RNN (Recurrent Neural Network) model to extract the

temporal features, or (2) use a 3D CNN model to extract the spatial features and temporal features.

The pose based recognition model consists of two types of approaches, namely: (1) extract the

pose information or keypoints of humans in the video frames using a deep CNN [38] and map

the temporal features across frames using RNN model [39], or (2) use non-maximal suppression

technique on the prediction of heatmap based pose information or keypoints. Table 2.3 describes

the current state-of-the-art approaches for Sign language recognition and translation in a detailed

manner.

Cui et al. in [40] used Recurrent CNN-based feature extraction along with Bi-LSTM and De-

tection Net on RWTH PHOENIX Weather 2014 dataset. The authors concluded that their model

learned distributed portrayal among various signers and handled inter-signer variations to a reason-

able extent. Camgoz et al. in [41] improved the work mentioned above by using Attention-based

Seq2Seq models. Their approach was to view sign language as an independent language and that

using a language translation approach might help solve the problem. The authors concluded that

their model could produce better translation than the state-of-the-art; however, there was one prob-

lem with their approach, i.e., their model could not translate/capture essential information such as

date, numbers, and places.

Pu et al. in [42] improved the work mentioned above by using 3D Convolution Residual Neural

Network-based feature extraction, and Attention-based Seq2Seq model on the dataset. The authors

approach was to use a 3D-ResNet-based Deep CNN architecture for feature extraction, unlike
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Table 2.3: Description of the current state-of-the-art works for Sign Language Recognition and
Translation

Paper Datasets Feature
Extraction Algorithms Performance

Measures Results

Cui et al.
in [40]

RWTH
PHOENIX

Weather
2014

Recurrent
CNN

Bi-LSTM &
Detection Net WER

Val WER = 39.4,
Test WER = 38.7

Camgoz
et al.

in [41]
CNN

Attention-
based

Seq2Seq

ROUGE,
BLEU

Val BLEU = 18.40,
Test BLEU = 18.13

Pu et al.
in [42]

3D
Convolution
Residual NN

Attention-
based

Seq2Seq
WER

Val WER = 37.1,
Test WER = 36.7

Camgoz
et al.

in [43]
CNN

Multi-head
Attention &
Transformer

WER,
BLEU

Val WER = 24.98,
Val BLEU = 22.38,
Test WER = 26.16,
Test BLEU = 21.32

Saunders
et al.

in [44]
-

Symbolic &
Progressive
Transformer

ROUGE,
BLEU

Val BLEU = 20.23,
Test BLEU = 19.10

Niu et al.
in [45] CNN Transformer WER

Val WER = 24.9,
Test WER = 25.3

Cheng
et al.

in [46]
CNN

Gloss Feature
Encoder &

Enhancement
Decoder

WER
Val WER = 23.7,
Test WER = 23.9

Albanie
et al.

in [10]
BSL-1K CNN

I3D,
Pose-COCO

Top-K
Accuracy

Top-1
Accuracy =

64.71%

Li et al.
in [9] WLASL

Image-
based
CNN,

Pose-based
CNN

GRU, I3D,
Temporal

Graph
CNN

Top-k
Accuracy

Test Top-10
Accuracy =

66.31

Camgoz et al. in [41], where the authors used 2D CNN for extracting features. The authors

also used CTC (Connectionist Temporal Classification)-based learning with the help of repetitive

optimization. It was concluded that their model was able to produce better translation than the

state-of-the-art. Camgoz et al. in [43] enhanced the result from the previous work with the help

of Transformer architecture-based Sign language translation. The authors used spatial embedding
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to help with the positioning of the frames in the videos representing signs. The authors concluded

that their model could produce better translation than the state-of-the-art; however, there was one

problem with their approach, it was not handling the standard grammar, which is essential in certain

cases.

Niu et al. in [45] improved the work mentioned above by using ResNet-based Visual Encoder,

and Transformer Encoder as the contextual model, and SFL (Stochastic Fine-Grained Label)-based

CTC as the alignment model. The authors were able to address the issue of unsatisfactory perfor-

mance of CNN-based Transformer model with CTC loss, by introducing SFD (Stochastic Frame

Dropping) and SGD (Stochastic Gradient Descent). It was concluded that their model was able

to produce better translation than state-of-the-art. Cheng et al. in [46] enhanced the result in the

previous work by using CNN-based Gloss Feature Encoder, and Enhancement Decoder Seq2Seq

model. The authors introduced a GFE (Gloss Feature Enhancement) module for enforcing better

sequence alignment learning without any pre-training. It was concluded that their model was able

to produce better translation than state-of-the-art.

2.4 GLOSS-TO-GRAPHEME APPROACHES

The main approach used by authors for translating ASL Gloss to English language text is with

the help of Seq2Seq [13], and Transformer architecture [17]. The authors modify the Seq2Seq

approach with the help of various attention mechanisms to extract essential information from input

and target text, namely, Bahdanau Attention [15], and Luong Attention [16] mechanisms. Table 2.4

describes the current state-of-the-art approaches for translation of ASL Gloss to English language

text in a detailed manner.

N. Arvantis et al. [47] used Luong Attention-based Seq2Seq architecture to translate ASL

Gloss phrases to English language text sentences. The authors concluded that their 4-layer Lu-

ong Attention-based Seq2Seq architecture produced a BLEU score 65.0 on the testing set. The

authors also concluded that their model could not capture the large vocabulary due to the smaller
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Table 2.4: Description of the current state-of-the-art approaches for translation of ASL Gloss to
English language text

Paper Dataset Algorithms Performance
Measures Results

N. Arvantis
et al. [47] ASLG-PC12

Luong Attention-
based Seq2Seq BLEU Test BLEU = 65.0

K. Yin and J.
Read in [48] ASLG-PC12

Pre-trained
Embedding,
Ensemble

Transformer

BLEU, ROUGE,
and METEOR

Test BLEU = 82.87,
Test ROUGE = 96.22,

and
Test METEOR = 96.6

dataset size and could not produce quality translations for longer sentences. K. Yin and J. Read

in [48] enhanced the result of the above work by using a Pre-trained Embedding and Ensemble

Transformer-based approach for translation of ASL Gloss to English language text. The authors

reduced the vocabulary size by dropping words from the dataset when the number of occurrences

was less than 5. The problem with this approach is that the model was trained on a smaller vocab-

ulary (due to heavy data pre-processing). Also, due to end-to-end single model training, the model

facing a lot of information loss.

2.5 GRAPHEME-TO-PHONEME APPROACHES

Similar to ASL Gloss to English language text, the main approach used by authors for translating

English language Graphemes to English language Phonemes with the help of Seq2Seq [13], and

Transformer architecture [17]. The authors modify the Seq2Seq approach with the help of various

attention mechanisms to extract essential information from input and target text, namely, Bahdanau

Attention [15], and Luong Attention [16] mechanisms. Table 2.5 describes the current state-of-

the-art approaches for translating English language graphemes to English language phonemes in a

detailed manner.

M. Bisani et al. in [49] used a Joint Sequence model on the CMUDict dataset, where the authors

used PER (Phoneme Error Rate), and SER (Sentence/Phrase Error Rate) metrics to evaluate the

model. It works based on sequence alignment between graphemes and phonemes and predicts
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Table 2.5: Description of the current state-of-the-art approaches for translation of English language
graphemes to English language phonemes on the CMUDict dataset

Paper Algorithms Performance
Measures Results

M. Bisani
et al. in [49] Joint Sequence model PER, SER PER = 5.88, SER = 24.53

K. Yao et al.
in [50] Encoder-decoder LSTM PER, SER PER = 5.45, SER = 23.55

A. E. Mousa
et al. in [51]

Deep Bi-LSTM with
many-to-many alignment PER, SER PER = 5.37, SER = 23.23

S. Yolchuyeva
et al. in [52]

Encoder CNN,
decoder Bi-LSTM PER, SER PER = 4.81, SER = 25.13

S. Yolchuyeva
et al. in [53] Transformer model PER, SER PER = 5.23, SER = 22.1

based on a combined n-gram language model over phrases. The authors concluded that the model

produced a PER of 5.88 and a SER of 24.53. K. Yao et al. in [50] improved the work mentioned

above by using LSTM-based Seq2Seq model on the dataset. The authors introduced the Seq2Seq

approach to the Grapheme-to-Phoneme model. The authors concluded that the model produced

a PER of 5.45 and a SER of 23.55. Since the authors did not use the Attention mechanism, the

model could not capture important information.

A. E. Mousa et al. in [51] enhanced the result of the work mentioned above by using Deep

Bi-LSTM with a many-to-many alignment model on the dataset. The authors used three types

of alignment constraints, namely, 1 grapheme to 1 or 2 phonemes, 1 or 2 graphemes to 1 or 3

phonemes, and many graphemes to many phonemes. The authors concluded that many graphemes

to many phonemes alignment model produced the best results. Similar to [50], the authors did not

use the Attention mechanism; the model could not capture essential information.

S. Yolchuyeva et al. in [52] enhanced the work mentioned above by using Encoder CNN,

decoder Bi-LSTM model on the dataset. The authors introduced a residual CNN based model to

grapheme-to-phoneme conversion, where they concluded that their model produced a lower PER

score than the state-of-the-art approaches. However, the model posed two types of error; namely,
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the model generated unwanted phonemes multiple times, and the other is sparsely represented

graphemes during the training stage. S. Yolchuyeva et al. in [53] improved the work mentioned

above by using the Transformer model on the dataset. The authors concluded that the model

produced a PER of 5.23 and a Phrase Error of 22.1. Similar to [52], the model still generated

unwanted phonemes multiple times.

2.6 PHONEME-TO-SPECTROGRAM APPROACHES

English Speech Synthesis is complex research, where many researchers have tried to provide mul-

tiple approaches to solving shortcomings mentioned in Chapter 1. Table 2.6 describes the current

state-of-the-art approaches for translating English Speech Synthesis in a detailed manner.

Table 2.6: Description of the current state-of-the-art for English Speech Synthesis

Paper Datasets Algorithms Performance
Measures Results

Arik et
al. in [4]

Blizzard
2013

Attention-based
Seq2Seq,

Wavenet-based
MOS

Val MOS = 4.65 ± 0.13,
Test MOS = 2.67 ± 0.37

Arik et
al. in [54]

Internal &
VCTK dataset Wavenet MOS MOS = 2.96 ± 0.38

Ping et
al. in [55]

LibriSpeech
ASR

Attention-
based Seq2Seq,
Convolutional

Sequence
Learning

MOS MOS = 2.96 ± 0.38

Ren et
al. in [56] LJ Speech

Autoregressive
Transformer MOS MOS = 3.84 ± 0.08

Arik et al. in [4] used Attention-based Seq2Seq, Wavenet-based models on Blizzard 2013

dataset, where the authors used MOS (Mean Opinion Score) as the performance measure. One

of the problems faced by the authors is that the pipeline used was highly segmented, i.e., it was a

multi-stage pipeline. The other problem was that the performance of the duration and frequency

model was hindered due to the smaller dataset, which resulted in less than natural voice generation.

Arik et al. in [54] improved the previous result by using the Wavenet model on an Internal dataset

14



and VCTK dataset. The authors concluded that the model produced an MOS = 2.96 ± 0.38. The

problem with this approach is that it was not able to produce results in near-real-time.

Ping et al. in [55] used Attention-based Seq2Seq, Convolutional Sequence Learning on Lib-

riSpeech ASR dataset. The authors concluded that the model produced an MOS = 2.96 ± 0.38.

The authors inferred that using a combined training with a neural vocoder and training on larger

and cleaner datasets helped improve model performance. Ren et al. in [56] used Autoregressive

Transformer on the LJ Speech dataset. The authors concluded that the model produced an MOS

= 3.84 ± 0.08. The problem with this approach is that it does not work well with low-resource

settings.
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Chapter 3

PROPOSED WORK

This chapter describes the proposed method for converting ASL videos to English language speech.

It also explains how the proposed solution coherently solves the problems faced by the methods

mentioned in Chapter 2.

3.1 PIPELINE DESCRIPTION

The pipeline used for converting ASL videos to English language speech is given in Fig. 3.1. The

pipeline consists of 4 modules, namely, 1) Video-to-Gloss module, 2) Gloss-to-Grapheme module,

3) Grapheme-to-Phoneme module, 4) Phoneme-to-Spectrogram module. The input for the system

is a sentence/continuous sign language video, and the output of the system is English language

speech. The pipeline used for training the neural network models in each module in Fig. 3.1 is

given in Fig. 3.2. The steps followed in Fig. 3.2 for each module are explained below.

Figure 3.1: Pipeline for converting ASL videos to English language speech

Figure 3.2: Pipeline for training the neural network models in each module
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3.2 FEATURE EXTRACTION

The feature extraction step is used only in the Video-to-Gloss module. The features extracted from

the videos are human pose 2D Keypoints. Since the frame size for each of the videos in the sign

language dataset collected was different, the videos’ frames had to be resized to a diagonal size

of 256. We mainly extract 18 body pose keypoints [57], and 42 hand pose keypoints (21 for each

hand) [58], i.e., a total of 60 keypoints. Since the video only covers the signer’s upper midriff, the

six keypoints below the midriff are dropped, i.e., hips, knees, and ankles.

The left-hand pose keypoint detected by [57] is also dropped and replaced with left-hand pose

keypoints detected by [58]. It is because the keypoint provided/detected by [57] is approximately

an average of the corresponding hand keypoints detected by [58]. In order to reduce the dupli-

cate/value manipulated data and get better feature alignment, the keypoint is dropped/removed. A

similar process is done for the right-hand side of the body. The facial keypoints detected by [57]

are attached next to the nose keypoint detected. In other words, the keypoints are ordered in limb

sequence fashion (sorted based on nearest keypoint). The ordered 2D keypoints are concatenated

at each joint as the input feature. The end resulting array for a video would be of shape (t, k). The

entire process is performed every single available video from the WLASL dataset.

3.3 DATA CONSTRUCTION

Similar to Chapter 3.2, the data construction step is also used only in the Video-to-Gloss mod-

ule. This is one of our contributions to sign language translation research. The initial approach

used for creating the phrase dataset consisted of using phrases from ASLG-PC12 dataset [59] and

videos from the WLASL dataset [9]. However, when an intersection was performed on the ASL

vocabulary from the ASLG-PC12 and WLASL datasets, the common vocabulary size was dras-

tically reduced by almost 50%. Hence, the phrases generated are in random order with certain

checkpoints.
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The first checkpoint is the length of the phrase, i.e., since every frame from every video is

considered, the length of the phrase randomly generated is set to 4. It is because of the memory

constraint within the GPU (Graphics Processing Unit) during the model’s training. The second

checkpoint is that no word should be repeated in a phrase from ASL Gloss vocabulary. The third

checkpoint is that the phrases’ combination should not be repeated in the generated dataset. These

checkpoints are used to ensure the resulting dataset consists of various phrases with different word

combinations. The output phrase would consist of ’<s>’ as the starting token, and ’</s>’ as the

ending token apart from the four words in the phrases. Similarly, the input would consist of frames

from 4 videos; hence the starting frame (’<s>’) consists of ones, the ending frame (’</s>’) consists

of twos, and the padding frame consists of zeros. The input (keypoints from a video) shape for the

Seq2Seq models would be of shape (t, k).

3.4 DATA PRE-PROCESSING

3.4.1 GLOSS-TO-GRAPHEME MODULE

The text pre-processing step for the Gloss-to-Grapheme module consists of the following steps:

• Remove HTML (Hypertext Markup Language) lines from sentences.

• Lowercase all characters in the input and target lines.

• Perform Unicode to ASCII (American Standard Code for Information Interchange) text nor-

malization.

• Remove all prefixes from words such as ’desc-’, and ’x-’.

• Remove mathematical sentences from input and target lines.

• Remove brackets in symbol format and word format such as ’lrb’, and ’rrb’.

• Remove duplicate translations for a sentence.

• Use POS tagging to extract and convert Proper Nouns from sentences.
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• Input and Target lines are paired and shuffled. Divided the dataset into training, validation

and testing set.

• Tokenize sentences using SentencePiece model [60] for the Seq2Seq models, and Subword

Text Encoder for the Transformer models, where the new vocabulary size is set as approxi-

mately 4000.

Another contribution of ours to sign language translation research is the usage of POS-tagging-

based approach to extract essential features such as proper nouns and rare words. During the data

pre-processing stage in [48], the authors dropped words from vocabulary if the frequency is less

than 5, which drastically reduced vocabulary size as mentioned in Chapter 2. To solve this problem,

we use Spacy [61] to extract Proper Nouns from sentences and assign a random probability to the

extracted words, provided if the word does not contain digits and only contains alphabets. If the

assigned probability is greater than 0.5, the word is converted from ’stark’ to ’<s#t#a#r#k>,’ i.e.,

unified format.

3.4.2 GRAPHEME-TO-PHONEME MODULE

The text pre-processing step for the Grapheme-to-Phoneme module consists of the following steps:

• Lowercase all characters in the input and target lines.

• Remove duplicate translations for a word.

• Input and Target lines are paired and shuffled. Divided the dataset into training, validation

and testing set.

3.4.3 PHONEME-TO-SPECTROGRAM MODULE

The text pre-processing step for the Phoneme-to-Spectrogram module consists of the following

steps:

• Lowercase all characters in the input lines.
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• Text normalization is performed on input lines.

• The best Grapheme-to-Phoneme model is used for converting text normalized sentences into

phoneme sequences.

• Certain longer sequences are dropped.

3.5 NEURAL NETWORK ARCHITECTURE

There are two main types of neural network architectures used for building the neural network

models for each module; namely Seq2Seq architecture [13], and Transformer architecture [17].

The Seq2Seq architecture was mainly tested with two Attention mechanisms, namely, Bahdanau

Attention [15], and Luong Attention [16]. The hyperparameters tuned for each of these models in

all the modules are given in Table 3.1. The model configuration used for developing all the models

in each module is given in Table 3.2.

Table 3.1: Hyperparameters tuned for all the models

Parameters Values
Seq2Seq Attention mechanism Bahdanau/Luong

Encoder Layers (N) 1/2/3/4
Decoder Layers (N) 1/2/3/4

Transformer dm 512/1024
h 8/16
f f 2048/4096

Dropout 0.1/0.3
Seq2Seq Encoder layer types Bi-LSTM/Uni-LSTM

Seq2Seq dm Bi- LSTM = 256/Uni-LSTM = 512

For all the Luong Attention-based Seq2Seq models and Bahdanau Attention-based Seq2Seq

models, the number of units in each uni-directional LSTM layer was set as 512, the number of

units in each bi-directional LSTM layer as 256, and the dropout value during training stage as 0.3.

The dropout value for Transformer model was set as 0.1 when dm = 512, f f = 2048, h = 8, and

0.3 when dm = 1024, f f = 4096, h = 16. The learning rate for all the Luong Attention-based
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Table 3.2: Model Configuration used for training models

Model Configuration Name

Bahdanau

(1 Uni x 1 Uni) LSTM b-1
(2 Uni x 2 Uni) LSTM b-2
(1 Bi x 2 Uni) LSTM b-3

(3 Uni x 3 Uni) LSTM b-4
((1 Bi, 1 Uni) x 3 Uni) LSTM b-5

(4 Uni x 4 Uni) LSTM b-6
((1 Bi, 2 Uni) x 4 Uni) LSTM b-7

((1 Bi, 2 Uni) x 4 Uni) LSTM & RC b-8

Luong

(1 Uni x 1 Uni) LSTM l-1
(2 Uni x 2 Uni) LSTM l-2
(1 Bi x 2 Uni) LSTM l-3

(3 Uni x 3 Uni) LSTM l-4
((1 Bi, 1 Uni) x 3 Uni) LSTM l-5

(4 Uni x 4 Uni) LSTM l-6
((1 Bi, 2 Uni) x 4 Uni) LSTM l-7

((1 Bi, 2 Uni) x 4 Uni) LSTM & RC l-8

Transformer

(1 x 1), dm = 512, f f = 2048, h = 8 t-1
(2 x 2), dm = 512, f f = 2048, h = 8 t-2
(3 x 3), dm = 512, f f = 2048, h = 8 t-3
(4 x 4), dm = 512, f f = 2048, h = 8 t-4

(1 x 1), dm = 1024, f f = 4096, h = 16 t-5
(2 x 2), dm = 1024, f f = 4096, h = 16 t-6
(3 x 3), dm = 1024, f f = 4096, h = 16 t-7
(4 x 4), dm = 1024, f f = 4096, h = 16 t-8

Seq2Seq models and Bahdanau Attention-based Seq2Seq models was set as 0.001. The learning

rate schedule used for the Transformer model is given in (3.1) [17], beta_1 = 0.9, beta_2 = 0.98,

and epsilon = 1e-9.

rate = dm-0.5 ∗min(step_num-0.5,warmup_step-1.5) (3.1)

In the bi-directional LSTM, the first layer traverses from left-to-right (one forward LSTM

layer), while the next layer traverses from right-to-left (one backward LSTM layer). A bi-directional

layer was chosen as a hyperparameter only for the first layer in the encoder model because it helps

obtain the context and other essential features such as the description of context and its changes
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across timesteps [15]. The equations used for calculating the bi-directional layer’s output and states

are given in (3.2).
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(3.2)

Both the encoder model and the decoder model contain residual connections between the 3rd

and 4th LSTM layers. These connections are used because when more LSTM layers are stacked

together, the model suffers from vanishing gradient problems [62], [63]. In other words, the deeper

the model, the more it forgets about the information it has seen previously. The equation used for

calculating the residual output is given in (3.3). For all the models, Adam [64] was used as the

optimizer during the training stage.
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(3.3)

3.5.1 VIDEO-TO-GLOSS MODULE

The Luong Attention-based Seq2Seq model was used for developing the Video-to-Gloss module,

where the encoder had input as keypoints from Chapter 3.3, and target as ASL Gloss phrase. The
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l-1 architecture used for developing the Video-to-Gloss module is given in Fig. 3.3. The encoder

model consists of only a LSTM layer(s) which changes as per the configuration in Table 3.2.

The decoder model consists of a word embedding layer of size 512, LSTM layer(s) of size 512,

followed by the Luong Attention layer, a Dense layer with ’tanh’ activation layer, and a Dense

layer with ’softmax’ activation layer, which changes as per the configuration in Table 3.2. The

models were trained for 30 epochs with a batch size of 50.

Figure 3.3: l-1 architecture used for developing the Video-to-Gloss module

3.5.2 GLOSS-TO-GRAPHEME MODULE

The Luong Attention-based Seq2Seq model, Bahdanau Attention-based Seq2Seq model, and Trans-

former model were used to develop the Gloss-to-Grapheme module. The Seq2Seq models are sim-

ilar to the ones mentioned in Chapter 3.5.1, except for the encoder model in Chapter 3.5.1, which

did not have a word embedding layer as the input was keypoints. However, since this module

has both input and output as text, the encoder model has a word embedding layer. The Bahdanau

Attention-based Seq2Seq has an encoder model similar to the Luong Attention-based Seq2Seq

mentioned above. The decoder model consists of a word embedding layer of size 512, Bahdanau
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Attention layer, LSTM layer(s) of size 512, and a Dense layer with ’softmax’ activation layer,

which changes as per the configuration in Table 3.2. The b-1 architecture used for developing the

Gloss-to-Grapheme module is given in Fig. 3.4. The warmup step count for all the Transformer

models developed was 4000.

Figure 3.4: b-1 architecture used for developing the Gloss-to-Grapheme module

3.5.3 GRAPHEME-TO-PHONEME MODULE

The Luong Attention-based Seq2Seq model, and Bahdanau Attention-based Seq2Seq model were

used to develop the Grapheme-to-Phoneme module. Both the Luong Attention-based Seq2Seq

model, and Bahdanau Attention-based Seq2Seq model have a similar configuration to the models

in Chapter 3.5.2.

3.5.4 PHONEME-TO-SPECTROGRAM MODULE

The Transformer based architecture was used to develop the Phoneme-to-Spectrogram module.

The Transformer model consisted of an Encoder, Decoder, Decoder Pre-Net, and Decoder Post-

Net. The Encoder and Decoder models consisted of fully connected layers with Multi-Head At-

tention, where the number of layers was set as 4, number of heads as 8, number of units in each

layer in Encoder model as 512, and number of units in each layer in Decoder model as 256. The
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Decoder Pre-net is a DNN consisting of two fully connected layers, with dimension size as 256,

and activation as ’relu.’ The Decoder Post-net consists of 2 linear projections (mel-linear, and

stop-linear) and a post-net, for which a 5-layer CNN is used to help in the better reconstruction of

mel spectrogram. The model was trained for 200k training steps with a learning rate of 0.0001.
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Chapter 4

EXPERIMENTAL EVALUATION

This chapter describes in details the datasets used, performance measures used, and results ob-

tained on using methodology mentioned in Chapter 3.

4.1 DATASET DESCRIPTION

4.1.1 WLASL (Word-level American Sign Language) DATASET

The WLASL dataset [9], contains 21083 videos with a unique gloss count of 2000. The dataset

comprises of signs performed by 119 signers, with a mean number of 10.5 videos per gloss. The

length of videos in the dataset ranges from 0.36 seconds to 8.12 seconds, where the average length

of videos is 2.41 seconds. The authors of the paper also split the dataset into 4 subsets based on

the unique ASL gloss count, glosscount = {100,300,1000,2000}. The total duration of the video

dataset is approximately 14 hours.

4.1.2 ASLG-PC12 DATASET

It consists of 87,710 examples in the dataset [59]. The American Sign Language vocabulary size

is approximately 15k and the English Vocabulary size is approximately 21k.

4.1.3 CMUDICT DATASET

The CMUDict dataset [65] is an open-source machine-readable pronunciation dictionary for North

American English that contains over 134,000 words and their pronunciations. Its entries are partic-

ularly useful for speech recognition and synthesis, as it has mappings from words to their pronun-

ciations in the ARPAbet phoneme set, a standard for English pronunciation. The current phoneme

set contains 39 phonemes.
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4.1.4 LJSPEECH DATASET

It is a public domain speech dataset consisting of 13,100 short audio clips of a single speaker

reading passages from 7 non-fiction books [66]. A transcription is provided for each clip. Clips

vary in length from 1 to 10 seconds and have a total length of approximately 24 hours.

4.2 PERFORMANCE MEASURES

4.2.1 SPARSE CATEGORICAL TOP K-ACCURACY

It calculates the number of times the integer target classes are in the top k predictions produced by

the neural network model. In this thesis, we use three different k values for estimating the quality

of the model, i.e., k = 1, 5, 10.

4.2.2 PS (Precision Score)

Precision is the fragment of correctly predicted positive statements to the total predicted positive

statements as given in (4.1).

Precision =
T P

T P+FP
(4.1)

4.2.3 BLEU (Bi-Lingual Evaluation Understudy)

BLEU is used to calculate the variation between the machine-translated output, and human trans-

lated output [67]. It works on complimenting n-grams in the machine-translated output to n-grams

in the human-translated output. The score ranges from 0.0 to 1.0 or 0% to 100%.

4.2.4 METEOR (Metric for Evaluation of Translation with Explicit Ordering)

METEOR is used for evaluating the quality of the machine-translated output, where the quality is

estimated based on the harmonic mean of unigram precision and recall [68]. The weight of recall

is higher than precision.
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4.2.5 WER (Word Error Rate)

WER is used for evaluating the performance of the neural network model at the word level. It is

used in the field of Machine Translation and Speech Recognition. It is evaluated with Levenshtein

distance [69], where the result is divided by the length reference or human-translated output.

4.2.6 PER (Phoneme Error Rate)

PER is similar to WER, where the model’s performance is evaluated at the phoneme level instead

of word level, and the output from the Levenshtein distance [69] is divided by the number of

phonemes in the reference or human-translated output.

4.2.7 SER (Sentence/Phrase Error Rate)

It is the fraction of incorrectly translated phrases to the total number of phrases.

4.2.8 MOS (Mean Opinion Score)

MOS is a human evaluated quality of an event, i.e., the voice in text-to-speech systems. It is the

mean of multiple human-evaluated parameters. It ranges from 1 (worst) to 5 (excellent).

4.3 RESULTS

4.3.1 VIDEO-TO-GLOSS MODULE

The details of the WLASL dataset used for developing phrase dataset for training the Video-to-

Gloss model are given in Table 4.1. The details of the dataset used for training the Video-to-Gloss

models are given in Table 4.2.

The gloss-level performance of the optimization of the models mentioned in Chapter 3.5.1 for

the testing set is given in Table 4.3. Table 4.3 also includes the ablation study on the performance

of the models. The phrase-level performance of the optimization of the models mentioned Chapter

28



Table 4.1: Details of the WLASL dataset used for developing phrase dataset for training the Video-
to-Gloss models

Dataset WLASL
100 300 1000 2000

Original 2308 5118 13174 21095
Files available 1963 4955 12851 20645

Feature Extraction 1664 4278 11077 17721

Table 4.2: Details of the phrase dataset used for training the Video-to-Gloss models

Dataset No. of Phrases
Train Validation Test

WLASL-100 150000 2000 2000
WLASL-300 200000 2000 2000

WLASL-1000 250000 2000 2000
WLASL-2000 250000 2000 2000

3.5.1 for the testing set is given in Table 4.4. Table 4.4 also includes the ablation study on the

performance of the models.

4.3.2 GLOSS-TO-GRAPHEME MODULE

The details of the dataset used for training the Gloss-to-Grapheme model are given in Table 4.5.

It also contains the details of the dataset after performing the data pre-processing mentioned in

Chapter 3.4.
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Table 4.3: Gloss-level performance of the Video-to-Gloss models on the Testing set

Model Config WLASL-100 WLASL-300 WLASL-1000 WLASL-2000
Top-1 Top-5 Top-10 Top-1 Top-5 Top-10 Top-1 Top-5 Top-10 Top-1 Top-5 Top-10

Luong

l-1 89.65 94.13 95.41 81.25 89.9 91.97 68.8 81.35 85.23 66.53 80.42 84.45
l-2 95.77 97.24 97.66 96.54 97.96 98.31 96.05 97.71 98.0 94.43 97.63 97.87
l-3 89.73 94.3 95.54 92.56 95.76 96.51 84.93 92.01 93.75 81.58 90.75 92.3
l-4 96.46 97.72 97.97 96.9 98.14 98.46 96.2 97.93 98.28 94.55 97.74 98.14
l-5 96.39 97.65 97.9 96.43 97.78 98.16 95.66 97.47 97.84 94.31 97.44 97.75
l-6 96.47 97.58 97.94 96.86 98.27 98.46 96.24 98.29 98.53 94.75 97.92 98.3
l-7 96.71 97.82 98.02 97.05 98.17 98.5 96.41 98.05 98.31 94.5 97.62 98.02
l-8 95.69 97.19 97.67 95.82 97.2 97.72 95.89 97.61 97.94 94.68 97.77 98.04

Table 4.4: Phrase-level performance of the Video-to-Gloss models on the Testing set

Model Config WLASL-100 WLASL-300 WLASL-1000 WLASL-2000
WER SER BLEU WER SER BLEU WER SER BLEU WER SER BLEU

Luong

l-1 21.84 57.95 56.25 35.71 83.75 30.6 55.02 96.95 11.14 56.54 96.4 12.22
l-2 8.0 23.5 84.91 6.35 19.05 87.15 6.89 20.15 86.33 9.57 28.0 81.56
l-3 29.18 70.9 43.99 20.02 57.05 56.67 32.98 77.8 36.67 35.54 80.75 33.99
l-4 6.29 19.8 87.18 6.52 19.7 86.98 7.87 22.4 85.13 10.07 29.7 80.43
l-5 6.46 20.2 86.79 6.1 18.95 87.46 7.31 21.12 85.56 10.98 31.05 79.46
l-6 5.99 18.8 87.78 6.22 18.75 87.59 7.5 21.9 85.61 10.93 31.2 79.23
l-7 6.82 20.7 86.53 5.6 17.3 88.73 7.66 21.65 85.6 10.13 28.45 81.07
l-8 7.71 23.35 84.46 7.44 22.6 84.7 7.55 21.85 85.34 9.51 28.0 81.78
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Table 4.5: Details of the dataset used for training the Gloss-to-Grapheme model

Dataset No. of Words Characters
lines Gloss Grapheme Gloss Grapheme

Original 87710 16120 22071 64 125
Cleaned 87114 15616 20773 43 43

Non-
80420 15616 20773 43 43

Duplicates
POS-

80420 17620 22402 46 46
Tagging

Train 76420 16880 21933 46 46
Validation 2000 3291 4078 44 45

Test 2000 3369 4200 44 45

The performance of the optimization of the models mentioned in Chapter 3.5.2 for the testing

set is given in Table 4.6. Table 4.6 also includes the ablation study on the performance of the

models. The performance of the models on the testing set based on length of input sentence for

WER and BLEU is given in Table 4.7. The performance of the models on the testing set based on

length of input sentence for PS and METEOR is given in Table 4.8.

4.3.3 GRAPHEME-TO-PHONEME MODULE

The details of the dataset used for training the Gloss-to-Grapheme model are given in Table 4.9.

It also contains the details of the dataset after performing the data pre-processing mentioned in

Chapter 3.4.

The performance of the optimization of the models mentioned in Chapter 3.5.3 for the testing

set is given in Table 4.10. Table 4.10 also includes the ablation study on the performance of the

models.

4.3.4 PHONEME-TO-SPECTROGRAM MODULE

The details of the dataset used for training the Gloss-to-Grapheme model are given in Table 4.11.

It also contains the details of the dataset after performing the data pre-processing mentioned in
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Table 4.6: Performance of the Gloss-to-Grapheme models on the Testing set

Model Config WER BLEU PS METEOR

Bahdanau

b-1 51.59 43.59 48.24 64.31
b-2 49.14 40.12 40.12 65.41
b-3 24.11 59.87 64.5 84.32
b-4 34.02 53.36 58.36 75.49
b-5 109.1 14.51 14.51 39.86
b-6 103.62 7.67 7.67 24.31
b-7 37.07 50.34 56.93 71.23
b-8 114.8 11.16 11.16 33.71

Luong

l-1 26.97 61.54 61.54 86.04
l-2 28.88 58.3 63.28 81.54
l-3 20.87 66.87 69.97 88.1
l-4 30.96 56.53 61.42 78.86
l-5 34.21 60.72 62.34 80.77
l-6 85.74 5.38 5.4 22.39
l-7 27.66 65.19 67.63 84.51
l-8 26.01 63.05 70.18 83.15

Transformer

t-1 14.41 72.76 74.93 92.98
t-2 12.89 75.12 77.25 94
t-3 12.35 76.09 78.47 93.97
t-4 12.54 75.58 78.57 93.66
t-5 13.52 73.89 76.91 93.12
t-6 12.7 75.01 78.39 93.38
t-7 12.37 75.45 78.57 93.64
t-8 14.23 73.04 76.34 92.4

Chapter 3.4. The model results was evaluated with ten human testers, and the testers reported an

MOS of 3.67 ± 0.06.

4.4 SENSITIVITY TO PARAMETERS

4.4.1 VIDEO-TO-GLOSS MODULE

It can be observed from Table 4.3 that as the number of layers in the uni-directional layer models

(i.e., l-[1, 2, 4, 6]) increases, the top-1 accuracy increases. A similar pattern can be observed for

all the models except for WLASL-100 in top-5 and top-10 accuracy. For WLASL-100, the top-5

and top-10 accuracy increase until 3 layers and drops when the number of layers is 4. Similarly,
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Table 4.7: Performance of the models on the testing set based on length of input sentence for WER
and BLEU metrics

Model Config WER BLEU
0-10 10-20 20-30 30-40 0-10 10-20 20-30 30-40

Bahdanau

b-1 56.21 49.03 72.26 93.09 44.06 44.02 16.54 0
b-2 45.03 50.93 79.3 83.41 45.97 38.49 16.9 3.4
b-3 23.54 24.15 43.55 75.04 62.13 59.77 41.69 7.13
b-4 39.89 30.94 36.59 72.45 48.89 54.74 46.16 9.63
b-5 98.2 114.68 104.83 98.65 23.53 11.86 5.36 0
b-6 100.71 105.14 102.2 91.74 10.71 6.58 5.63 0
b-7 40 35.4 49.69 76.43 48.84 50.98 37.49 12.38
b-8 106.67 119.13 90.69 90.39 18.05 9.17 7.03 0

Luong

l-1 28.3 26.13 39.61 61.37 60.09 61.94 42.65 23.97
l-2 33.89 26.24 32.87 50.3 54.89 59.39 50.89 31.23
l-3 17.98 22.11 36.83 65.54 70.67 66.31 53.84 30.93
l-4 36.23 28.18 37.21 50.23 52.53 57.72 49.28 33.13
l-5 44.71 28.85 31.81 57.17 52.65 62.02 59.33 25.06
l-6 84.34 86.45 85.22 93.17 6.93 5.02 4.68 0
l-7 36.72 23.07 20.04 48.95 58.82 66.76 66.12 34.08
l-8 31.03 23.39 26.63 51.69 58.92 64.23 63.75 31.06

Transformer

t-1 13.9 14.53 19.02 51.88 73.63 72.84 68.73 33.48
t-2 11.59 13.41 20.04 40.84 77.25 74.92 66.46 45.98
t-3 11.86 12.47 16.18 42.12 77.5 76.03 70.94 44.96
t-4 11.85 12.78 15.56 39.41 77 75.5 72.29 46.4
t-5 12.58 13.88 18.93 39.45 75.76 73.74 66.3 46.79
t-6 11.61 13.14 15.1 42.23 77.12 74.78 71.9 44.05
t-7 11.4 12.72 19.21 43.58 76.97 75.4 69.6 39.62
t-8 13.07 14.7 18.26 44.93 74.12 73.1 66.48 34.92

as the number of layers in the bi-directional layer models (i.e., l-[3, 5, 7]) increases, the top-1,

top-5, and top-10 accuracy increases. It can be inferred from Table 4.3 that the influence of the

bi-directional layer in the model increases as the number of layers increases. However, adding

residual connections does not help in increasing the top-1, top-5, and top-10 accuracy. It can

also be observed from Table 4.3, that for WLASL-100, WLASL-300, and WLASL-1000, the best

model in terms of gloss accuracy is l-7; and for WLASL-2000, the best model in terms of gloss

accuracy is l-6.

Similar to Table 4.3, it can be observed from Table 4.4, that as the number of layers in the
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Table 4.8: Performance of the models on the testing set based on length of input sentence for PS
and METEOR metrics

Model Config PS METEOR
0-10 10-20 20-30 30-40 0-10 10-20 20-30 30-40

Bahdanau

b-1 48.02 48.65 21.45 0 60.37 66.6 37.71 5.07
b-2 45.97 38.92 18.4 10.7 71.44 62.7 32.43 14.28
b-3 65.57 64.38 53.39 54.92 83.66 84.91 65.46 25.62
b-4 54.24 59.41 52.89 30.32 68.91 78.95 71.19 34.04
b-5 23.53 11.86 9.3 0 55.79 32.03 16.31 9.08
b-6 10.71 6.72 7.07 0 32.15 20.44 15.31 6
b-7 52.49 58.11 51.38 41.6 68.06 73.04 59.47 26.58
b-8 18.05 9.17 7.69 0 46.55 27.36 19.48 11.13

Luong

l-1 60.09 62.02 51.38 60.22 86.6 85.97 71.92 40.1
l-2 59.59 64.24 56.24 74.68 76.7 84.11 79.35 53.79
l-3 72.72 69.46 60.11 59.78 89.38 87.67 71.19 44.47
l-4 57.58 62.31 59.03 79.21 73.69 81.6 72.7 51.39
l-5 52.65 64.86 65.24 66.3 75.28 83.64 79.99 47.72
l-6 7.06 5.02 5.12 0 22.37 22.44 20.39 9.29
l-7 58.82 69.73 73.45 81.5 78.52 87.61 85.59 55.25
l-8 67.07 70.8 75.49 78.01 78.27 85.73 78.4 55.25

Transformer

t-1 74.75 75.05 72.74 62.37 92.67 93.27 88.36 60.49
t-2 78.63 76.99 71.68 85.67 93.98 94.13 90.95 61.58
t-3 78.9 78.4 77.62 83.76 93.69 94.24 90.31 61.55
t-4 79.31 78.41 79.5 80.68 93.39 93.94 88.45 61.92
t-5 78.03 76.7 72.55 84.15 93 93.3 88.79 61.38
t-6 79.74 78.09 78.67 82.06 93.31 93.53 90.16 61.33
t-7 79.3 78.5 73.33 71.26 93.51 93.82 88.64 65.31
t-8 76.75 76.3 75.38 62.8 92.61 92.42 87.83 64.4

Table 4.9: Details of the dataset used for training the Grapheme-to-Phoneme model

Dataset No. of lines
Original 134374
Cleaned 134373

Duplicates Dropped 130808
Train 126808

Validation 2000
Test 2000

uni-directional layer models for WLASL-100 (i.e. l-[1, 2, 4, 6]) increases, WER, and SER de-

creases, and BLEU increases; for WLASL-300 and WLASL-1000, WER, and SER decreases, and
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Table 4.10: Performance of the Grapheme-to-Phoneme models on the Testing set

Model Config PER SER BLEU METEOR

Bahdanau

b-1 8.17 35.17 82.2 90.32
b-2 7.86 33.97 83.13 90.76
b-3 7.92 33.72 83.17 90.73
b-4 7.86 34.32 82.73 90.85
b-5 7.74 33.52 83.2 91.02
b-6 7.85 33.07 83.19 90.86
b-7 8.1 34.22 82.94 90.57
b-8 7.5 33.57 83.39 91.07

Luong

l-1 8.31 35.32 81.73 90.4
l-2 8.39 35.42 81.94 90.22
l-3 8.64 36.32 81.63 89.85
l-4 8.02 34.57 82.36 90.73
l-5 7.66 33.12 83.9 91.04
l-6 8.32 35.67 82 90.4
l-7 7.2 31.76 84.34 91.6
l-8 7.85 33.42 83.17 90.76

Table 4.11: Details of the dataset used for training the Phoneme-to-Spectrogram model

Dataset No. of lines
Original 13100
Cleaned 8508

Train 7808
Validation 400

Test 400

BLEU increases except when number of layers = 3; for WLASL-2000, WER, and SER increases,

and BLEU decreases, indicating that as the vocabulary size increases the increase in number of

layers in the uni-directional models has a bad influence on the performance. Similarly, when the

number of layers in the bi-directional layer models (i.e., l-[3, 5, 7]) for WLASL-300, and WLASL-

2000 increases, WER, and SER decreases, and BLEU increases; WLASL-100 and WLASL-1000,

WER, and SER decreases, and BLEU increases except when number of layers equal to 3, where it

reverses.
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Unlike, gloss performance in Table 4.3, adding residual connections helped in reducing the

WER, and SER, and increasing BLEU for WLASL-2000 dataset. It can also be observed from Ta-

ble 4.4, that for WLASL-100, the best model in terms of phrase level performance is l-6. Similarly,

for WLASL-300 it is l-7, WLASL-1000 it is l-5, and WLASL-2000 it is l-8.

4.4.2 GLOSS-TO-GRAPHEME MODULE

It can be observed from Table 4.6 that the transformer models’ performance is better than the Lu-

ong Attention-based Seq2Seq models and the Bahdanau Attention-based Seq2Seq models. When

compared within the Seq2Seq models, the Luong Attention-based Seq2Seq models performed

much better than the Bahdanau Attention-based Seq2Seq models.

It can be observed from Table 4.6 that as the number of layers in the uni-directional layer

models, (i.e., b-[1, 2, 4, 6] and l-[1, 2, 4, 6]) increases, the performance of the models decreases,

except for n_layers = 2. Similarly, as the number of layers in the bi-directional layer models

(i.e., b-[3, 5, 7], and l-[3, 5, 7]) increases, the performance of the models decreases. It can be

observed from the Luong Attention-based Seq2Seq models that the residual connections helped

in the model’s performance. The two types of the Transformer models (i.e., t-[1, 2, 3, 4], and

t-[5, 6, 7, 8]) have performed similarly, i.e., the performance improves as the number of layers

increases, the performance of the increases except when n_layers is 4. It can be observed from

Tables 4.7, and 4.8 that as the length of the input sentence increases the performance of the all

the models decreases. However, the performance drop in the Transformer model is less than the

Luong Attention-based Seq2Seq models and the Bahdanau Attention-based Seq2Seq models.

It can be observed that for the Bahdanau Attention-based Seq2Seq model, the b-3 configu-

ration produces the best results. Similar to the Luong Attention-based Seq2Seq model and the

Transformer model, l-3 and t-3 configurations produce the best results.
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4.4.3 GRAPHEME-TO-PHONEME MODULE

It can be observed from Table 4.10, that the Luong Attention-based Seq2Seq models performed

much better the Bahdanau Attention-based Seq2Seq models. For Bahdanau Attention-based Seq2Seq

models, it can be observed that as the number of layers in the uni-directional layer models (i.e.,

b-[1, 2, 4, 6]) increases, the performance of the models increases, except for n_layers = 3. Sim-

ilarly, as the number of layers in the bi-directional layer models (i.e., b-[3, 5, 7]) increases, the

performance of the model increases, except for n_layers = 4. It can also be observed that resid-

ual connections helped in improving the performance of the model. For Luong Attention-based

Seq2Seq models, it can be observed that as the number of layers in the uni-directional layer models

(i.e., l-[1, 2, 4, 6]) increases, the performance of the models decreases. Similarly, as the number of

layers in the bi-directional layer models (i.e., l-[3, 5, 7]) increases, the performance of the models

increases. It can be observed that the RC did not improve the performance of the model.

It can be observed that for the Bahdanau Attention-based Seq2Seq model, the b-8 configura-

tion produced the best results. Similarly, for the Luong Attention-based Seq2Seq model, the l-7

configuration produced the best results.

4.5 COMPARISON TO COMPETITORS

4.5.1 VIDEO-TO-GLOSS MODULE

The gloss-level performance comparison with competitors on the WLASL dataset is given in Table

4.12.

It can be observed from Table 4.12, that our model i.e. Luong Attention-based Seq2Seq ap-

proach is performing better than the current state-of-the-art model i.e. I3D from [9]. It can be

because of the data augmentation method used on the WLASL dataset, i.e., creation of phrases

using random index generation with checkpoints mentioned in Chapter 3.3, reordering of keypoint

in limb sequence fashion, and the model architecture proposed in Chapter 3.5.1.
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Table 4.12: Gloss-level performance comparison with competitors on the WLASL dataset

Dataset Model Accuracy
Top-1 Top-5 Top-10

WLASL-100
I3D in [9] 65.89 84.11 89.92

Our model (l-7) 96.71 97.82 98.02

WLASL-300
I3D in [9] 56.14 79.94 86.98

Our model (l-7) 97.05 98.17 98.5

WLASL-1000
I3D in [9] 47.33 76.44 84.33

Our model (l-7) 96.41 98.05 98.31

WLASL-2000
I3D in [9] 32.48 57.31 66.31

Our model (l-6) 94.75 97.92 98.3

4.5.2 GLOSS-TO-GRAPHEME MODULE

The performance comparison with competitors on the ASLG-PC12 dataset based on metrics is

given in Table 4.13. The performance comparison with competitors on the ASLG-PC12 dataset

based on sample sentences are given in Table 4.14.

Table 4.13: Performance comparison with competitors on the ASLG-PC12 dataset based on met-
rics

Model English BLEU METEORVocab size
Seq2Seq in [47] - 65.9 -

Transformer Ensemble in [48] 7712 82.87 96.60
Our model (t-3) 20773 76.09 93.97

In Table 4.13, it can be observed that our model works better than the best model in [47].

However, the performance of our model is slightly lower than [48]. It can be observed that our

model has a more extensive vocabulary than the best model in [48], i.e., it is approximately three

times larger. Multiple research works show that as the vocabulary size in the Natural Language

Processing problems increases, the model’s performance drastically decreases. However, it can be

observed that our model only slightly underperforms the best model in [48] but handles a more

extensive vocabulary size. It can be observed from Table 4.14 that our model produces slightly

better sentences than the ones produced by the best model from [48]. It should also be noted that
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Table 4.14: Performance comparison with competitors on the ASLG-PC12 dataset based on sample
sentences

S. No. Type Sentence

1

ASL
this pressure be desc-particularly desc-great along union
x-poss desc-sourn and desc-eastern border

Ground Truth
this pressure is particularly great along the union’s
southern and eastern borders .

Transformer [48]
this pressure is particularly great along the union’s
southern and eastern borders .

Our model (t-3)
this pressure is particularly great along the union’s
southern and eastern borders

2

ASL
more woman die from aggression desc-direct against x-y
than die from cancer .

Ground Truth
more women die from the aggression directed against them
than die from cancer .

Transformer [48]
more women die from aggression directed against them than
die from cancer .

Our model (t-3)
more women die from the aggression directed against y than
die from cancer .

3

ASL
x-it fuel war in cambodium in 1990 and x-it be enemy
democracy

Ground Truth
it fuelled the war in cambodia in the 1990s and it is the enemy
of democracy .

Transformer [48]
it fuel war in the cambodium in 1990 and it is an enemy
of democracy .

Our model (t-3)
it fuelled war in cambodia in 1990s and it is an enemy
democracy

4

ASL
desc-n chief investigator x-himself be target and house card
collapse .

Ground Truth
then the chief investigator himself is targeted and the house
of cards collapses .

Transformer [48]
then chief investigator himself is a target and a house card
collapse .

Our model (t-3)
then the chief investigator himself is targeted and housecards
collapse .

the sentences in Table 4.14 were not a part of the training set.
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4.5.3 GRAPHEME-TO-PHONEME MODULE

The performance comparison with competitors on the CMUDict dataset based on metrics is given

in Table 4.15. The performance comparison with competitors on the CMUDict dataset based on

sample sentences are given in Table 4.16.

Table 4.15: Performance comparison with competitors on the CMUDict dataset based on metrics

Model PER Phrase Error
Transformer model [53] 5.23 22.1

Our model (l-7) 7.2 31.76

Table 4.16: Performance comparison with competitors on the CMUDict dataset based on sample
words

S.No. Type Word

1

Grapheme n a t i o n a l i z a t i o n .
Ground Truth n ae sh ah n ah l ah z ey sh ah n

Transformer [53] n ae sh n ah l ah z ey sh ah n
Our model (l-7) n ae sh ah n ah l ah z ey sh ah n

2

Grapheme k o r z e n i e w s k i
Ground Truth k ao r z ah n uw f s k iy

Transformer [53] k er z ah n uw s k iy
Our model (l-7) k er z ih n uw s k iy

3

Grapheme g r a n d f a t h e r s
Ground Truth g r ae n d f aa dh er z

Transformer [53] g r ae n f aa dh er z
Our model (l-7) g r ae n d f aa dh er z

It can be seen from Table 4.15 that our model did not outperform the current state-of-the-art in

terms of the metrics. However, it can be observed from Table 4.16 that our model produces better

translations in terms of the sample words. It should be noted that the words used in Table 4.16

were not a part of the training set used for training the models.

4.5.4 PHONEME-TO-SPECTROGRAM MODULE

The performance comparison with competitors on the LJSpeech dataset based on metrics is given

in Table 4.17. It can be observed from Table 4.17 that our model underperforms than the current
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state-of-the-art.

Table 4.17: Performance comparison with competitors on the LJSpeech dataset based on metrics

Model MOS
Autoregressive Transformer model [56] 3.84 ± 0.08

Our model 3.67 ± 0.06
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Chapter 5

DISCUSSION

This thesis aimed to develop a novel end-to-end pipeline for converting continuous/sentence-based

ASL videos to English language speech. The proposed method discussed in this thesis consists

of 4 sub-modules, namely, Video-to-Gloss module, Gloss-to-Grapheme module, Grapheme-to-

Phoneme module, and Phoneme-to-Spectrogram module. In each of these modules, Seq2Seq

approach was used for developing the modules. All the modules were developed using public

datasets such as WLASL dataset, ASLG-PC12 dataset, CMUDict dataset, and LJSpeech dataset.

Since there are multiple modules, the models might suffer from information loss; hence the pro-

posed approach mainly focuses on the first three modules. This approach would help people from

ASL community to converse with everyone in a more accessible and hassle-free manner. The

proposed approach works for the first three modules, which substantially improved the perfor-

mance in many cases than the current state-of-the-art models. However, the proposed method did

not improve the performance of the model in the phoneme-to-spectrogram module. Future work

would be to improve the Transformer model in the phoneme-to-spectrogram module and create a

sentence-based dataset for ASL Video-to-Gloss module. An approach that can be considered for

the Phoneme-to-Spectrogram module would be to use the deep transformer model; however, we

would need a more extensive infrastructure to implement.
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