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Abstract 

EVALUATION AND OPTIMIZATION OF THERMAL SOLUTIONS IN 

AIR AND LIQUID COOLING SYSTEMS FOR DATACENTERS 

Vibin Shalom Simon, Ph.D. 

The University of Texas at Arlington, 2023 

Supervising Professor: Dr. Dereje Agonafer 

A data center is a specifically constructed establishment designed to accommodate 

computing, storage, and transmission equipment, thereby facilitating essential business 

operations spanning diverse sectors of the economy. This facility serves as the designated 

physical infrastructure for housing servers, networking components, and data storage systems. 

In the context of traditional data centers, a substantial portion of energy, specifically 

around 45% to 55%, is directed towards supporting information technology (IT) operations. 

Additionally, a considerable allocation, varying from 30% to 40%, is attributed to the 

facilitation of cooling processes. 

The scope of this dissertation study comprises nine distinct chapters, each contributing 

to addressing the challenges to establish energy-efficient and optimized data centers. The 

research commences by focusing on energy-efficient control strategies for hyperscale data 

centers through scaled-down Computational Fluid Dynamics (CFD) modeling. This approach 

involves validating the model against real data center datasets and conducting simulations 

tailored to specific needs. Leveraging machine learning techniques, this investigation aims to 

anticipate control setpoints for optimizing airflow and chilled water control at the data center 

room level. As the research progresses, the study addresses the limitations of CRAH units in 

sustaining high-density rack setups. Consequently, the feasibility and energy implications of 

implementing Rear Door Heat Exchangers (RDHx) are explored. This includes modeling a 
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single rack with RDHx, assessing both passive and active modes. Moving forward, the study 

expands to assess the energy efficiency of RDHx across data center deployment. 

Furthermore, in response to the challenges posed by hybrid cooled data centers, an 

investigation delves into the heat capture ratio for servers equipped with cold plates. The study 

quantifies heat capture by different mediums, considering varying temperatures and flow rates. 

It also delves into the impact of immersing hybrid cooled servers under diverse ambient 

conditions. 

The following research also evaluates strategies to optimize heat sinks for immersion 

cooling environments, considering a wide range of fluids and design parameters. This includes 

simulation-driven optimization of cold plates' configurations, enabling improved performance 

for processors characterized by high Thermal Design Power (TDP). Moreover, the study delves 

into the enhancement of air-cooled heat sinks for single-phase immersion cooling setups, 

considering fluid thermo-physical properties for optimal design. 

Through these interconnected chapters, the dissertation endeavors to provide a 

comprehensive understanding of energy-efficient and optimized data centers, encompassing a 

spectrum of strategies and technologies aimed at addressing the challenges associated with 

increasing power densities in modern chip architectures. 
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Chapter 1 Introduction 

1.1 Introduction  

Data center is a purpose-built facility that houses computing, storage and transmission 

equipments to serve critical business operation across all sectors of economy. Physical facility 

for servers, networking, and data storage. Key features: Redundant power, backup systems, 

cooling, and fire suppression. Scalability: Ability to grow computing resources as needed. 

Importance: Critical for digital infrastructure, supporting data-driven operations and the 

modern economy. 

 

Figure 1-1 HYPERSCALE DATA CENTER (META) 

The substantial surge in data center demand has garnered the interest of a diverse range 

of investors, encompassing growth capital, buyout, real estate, and notably, infrastructure 

investors. Within the United States market exclusively, the level of demand, assessed by power 

consumption to gauge the hosting capacity for servers within a data center, is projected to attain 
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35 gigawatts (GW) by the year 2030. This projection represents a substantial increase from the 

17 GW recorded in 2022. [1] Increase in chip power with years is shown in Figure 1-2 below.  

 

Figure 1-2 RISE IN CHIP POWER WITH YEARS 

The equipment within data centers, often comprising numerous servers, necessitates 

efficient cooling for optimal functionality. In fact, the operational capacity of a data center 

hinges upon its ability to effectively cool the servers. The closer these servers can be arranged, 

the higher the productivity per unit of space. Efficient cooling holds paramount importance as 

a determinant of a data center's profitability, given that cooling constitutes approximately 40 

percent of the overall energy consumption of such facilities. The consequences of system 

downtime due to overheating can be financially significant. 

Notably, cooling technology has undergone substantial enhancements over the 

preceding decade. Many large-scale data centers have transitioned from traditional air-

conditioning systems that regulate the temperature of entire rooms to in-row or rotodynamic 

heater-based cooling configurations. In these designs, fans facilitate the removal of heat 

emitted by servers, subsequently cooled using water or refrigerants. Despite these 
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advancements, further progress is imperative, as contemporary sophisticated cooling systems 

often encounter challenges in managing temperatures exacerbated by global warming. 

Within conventional data centers, a significant proportion of energy, approximately 

45% to 55%, is allocated to information technology (IT) operations, while a notable share, 

ranging from 30% to 40%, is dedicated to cooling processes. When considering energy-related 

expenditures, the combined expenses associated with cooling mechanisms and electricity 

infrastructure constitute a substantial 70% to 80% of the overall capital costs. [2] 

 

Figure 1-3 ENERGY CONSUMPTION IMPACT OF MECHANICAL EQUIPMENT AND SYSTEMS 

[3] 

Various approaches are currently under investigation to enhance the effectiveness of 

cooling systems within data centers. Among these methods, liquid cooling stands out as an 

exceptionally efficient solution to address the escalating requirements for cooling. This is 

primarily attributed to the enhanced thermal conductivity and thermal mass exhibited by 

coolants. While air cooling, a conventional and widely used method for cooling electronic 

components, persists as a prevailing approach, numerous researchers have directed their efforts 

toward refining the existing trends in air cooling. 
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Studies aimed at enhancing the efficiency and viability of rear door heat exchangers 

have been conducted [4]. Endeavors have been undertaken to minimize on-site visits by fine-

tuning Computational Fluid Dynamics (CFD) models for data centers [5]. Moreover, the 

integration of Artificial Intelligence has been employed to anticipate and establish control 

strategies for multiple air conditioning units within data centers [6]. 

Refinements have been implemented in the domain of liquid cooling through the 

deployment of control strategies aimed at enhancing the cooling efficiency of high heat density 

servers [7-9]. Concurrently, alongside the advancements in liquid cooling, the development of 

flow control devices has demonstrated notable reductions in pumping power requirements [10], 

while the introduction of liquid-to-liquid heat exchangers and the analysis of hydraulic 

characteristics within liquid-cooled data centers have exhibited substantial improvements in 

overall cooling efficacy [11-12]. The assessment of reliability pertaining to liquid-cooled cold 

plates and their application at the rack level has substantiated liquid cooling as a more 

dependable and viable approach for cooling high heat dissipating components [13-15]. 

Additionally, the calculated heat capture ratio [16] for both liquid and air-cooled servers 

surpass that of conventional air-cooled servers, underlining the advantages of liquid cooling. 

Immersion cooling has been one of the emerging technologies where the 

server/electronic components are immersed in a dielectric fluid which have better thermal 

properties. In single phase immersion cooling, experiments have been conducted on the thermal 

performance of the server[17], custom-build[18], open compute servers[19] and CFD analysis 

on the optimization of server to improvise the cooling in immersion[20], numerical analysis 

are performed on the use of different fluids such as mineral oil and Al203 nanofluid[21] and 

CFD analysis over two phase immersion cooling fluids such as FC-72 [22]. Also, with its 

benefits, in immersion cooling reliability is also a concern and research on the PCB properties 

when immersed in fluid, where the oil plays an important role in affecting the material 
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parameters of the components[23-25]. To further enhance the cooling optimization are 

performed at heat sink for forced and natural convection in an immersion cooling.[26-28].  

1.2 Scope of Work 

The scope of the dissertation study is divided into 9 chapters. The initial chapter 

encompasses the introduction and the underlying motivation. Subsequently, the second chapter 

delves into an in-depth exploration of the existing body of literature. Chapter 3-9 will address 

the challenges mentioned in the abstract for energy efficient and optimized data centers.  

Initially, the research delved into energy-efficient control strategies for a hyperscale 

data center, employing scaled-down Computational Fluid Dynamics (CFD) modeling. The 

model's validity was established against a realistic data center dataset, with subsequent 

simulations tailored to specific requirements. At the data center room level, investigations 

centered on airflow and chilled water control strategies, complemented by the application of 

machine learning techniques to anticipate control setpoints. The objective was to achieve 

optimal functionality for Computer Room Air Handler (CRAH) and chiller units. 

As rack density surpasses a certain threshold, CRAH units prove inadequate for 

supporting workloads, prompting an exploration into the feasibility and energy implications of 

Rear Door Heat Exchangers (RDHx). This phase involved modeling a single rack equipped 

with an RDHx, testing both passive and active RDHx modes. Extending this analysis to a 

broader scope, an energy assessment encompassing data center-level deployment was 

conducted. A comparison of energy consumption and chiller efficiencies was undertaken, 

contrasting RDHx-based and CRAH-based data center setups. 

In addressing the context of hybrid cooled data centers, an investigation into the heat 

capture ratio for servers featuring cold plates was performed. This inquiry was pivotal in 

tackling challenges stemming from varying inlet temperatures of air and coolant, and their 
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consequential impact on energy consumption. The overarching aim of this study was to 

quantify the heat captured by liquid as opposed to air, subsequently analyzing the Heat Capture 

Ratio's (HCR) potential influence resulting from heat exchange between different mediums 

across varying temperatures and flow rates. 

Given the constraints of hybrid cooling, which primarily focuses on high-power 

consuming components, the study further examined the implications of immersing a hybrid 

cooled server under diverse ambient conditions. Furthermore, the significance of targeted 

cooling strategies was underscored. Subsequent analysis entailed the optimization of heat sinks 

for fluids used in immersion environments, with a forward-looking perspective towards 

processors characterized by high Thermal Design Power (TDP). Utilizing Ansys Icepack and 

OptiSLang, CFD simulations of cold plates were conducted to ascertain the optimal 

configuration for a given fluid and temperature. 

Current interests in single-phase immersion cooling have spurred efforts towards 

enhancing the performance of air-cooled heat sinks within immersion environments. Given the 

diversity of fluids available and the need to select based on multiple factors, the study entails 

designing optimized heat sinks for maximum heat transfer efficacy. This study is also 

anticipated to yield a fluid-based heat sink design. Such an outcome involves the analysis of 

various thermo-physical properties of fluids, benchmarked against a reference fluid across a 

spectrum of heat sink designs. Ultimately, this endeavor will empower users to select an 

appropriate heat sink design based on chosen fluid, mode of heat transfer (natural/forced 

convection), and the fluid bath's temperature within the Single-Phase Immersion Cooling 

(SPIC) tank. 
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Chapter 2 Literature Review 

The dynamic nature of workload distribution and arrival within data centers has a direct 

impact on the airflow dynamics in the hot and cold aisles. Traditional control strategies 

employed within data center cooling systems make use of an ON/OFF mechanism, employing 

PID control based on sensor feedback [1]. This mechanism is activated when the temperature 

setpoint deviates within a predetermined deadband. The existence of this deadband range 

results in continuous temperature oscillations, which, if beyond the recommended temperature 

threshold, can contribute to an elevated rate of server failures [2]. As a consequence, relying 

on reactive control strategies to optimize airflow to Information Technology Equipment (ITE) 

amidst such fluctuating ambient conditions might not be the most optimal approach. 

A significant impediment in the advancement of such methodologies is the scarcity of 

historical data. This challenge is exacerbated when considering hyperscale cloud data centers, 

where conducting experimental investigations can entail substantial costs, time investment, and 

infeasibility. In scenarios like these, Computational Fluid Dynamics (CFD) can serve as a 

valuable tool to comprehend diverse thermodynamic parameters through data-driven models 

that have been trained using validated CFD models of actual data centers. 

Rear Door Heat Exchangers (RDHx) incorporated into various data center 

configurations confer several advantages, including: 1) reducing the requirement for a high 

number of Computer Room Air Handler (CRAH) units, 2) mitigating hotspots by expelling 

heat in closer proximity to its origin, and 3) facilitating the usage of higher chilled water 

temperatures while simultaneously adhering to recommended IT inlet temperature ranges. 

RDHx units were effectively integrated with room-level air conditioning, adopting a hybrid 

approach [3]. 
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Liquid-based cooling technologies exhibit superior heat transfer coefficients and are 

progressively employed for dissipating the elevated power densities characteristic of next-

generation Central Processing Units (CPUs) and Graphics Processing Units (GPUs) [4]. Direct 

on-chip liquid cooling is typically employed on CPUs, GPUs, and occasionally on high-power-

consuming DIMMs. Analytical models were formulated to explore split-flow microchannel 

liquid-cooled cold plates with impingement flow to enhance heat dissipation [5][6]. Another 

study focused on determining the thermal performance thresholds of single-phase liquid 

cooling, employing an improved effectiveness cold plate model [7]. Optimization of heat sink 

design was pursued through the incorporation of guided vanes targeting hotspots in liquid 

cooling systems [8][9]. A comprehensive Computational Fluid Dynamics (CFD) analysis 

scrutinized the influence of various parameters on the heat capture ratio of liquid cooling in 

hybrid cooled servers [10]. Experimental investigations assessed the impact of design 

modifications on the chassis and ducting of a server [11][12]. Transient studies were conducted 

to refine cooling performance in rack-level direct-to-chip liquid cooling through the application 

of control strategies [13-15]. These research endeavors collectively aimed to enhance cooling 

efficiency in hybrid cooled servers, encompassing both air and liquid heat transfer mediums. 

For instance, Chen and Chen employed an innovative, multi-objective direction-based 

algorithm to optimize plate-fin heat sinks alongside impingement fans, utilizing a 

commercially available Multiphysics tool [16]. The optimization outcome highlighted 

heightened heat transfer performance with concurrent weight reduction in the optimized 

parallel plate heat sink configuration. Additionally, methodologies grounded in fuzzy logic 

were employed to quantitatively evaluate the influence of heat sink design parameters on 

thermal efficiency [17]. Experimental inquiries targeted pin-fin heat sink design parameters, 

incorporating fin spacing, pin-fin diameter, and height. Subsequently, Analysis of Variance 

(ANOVA) was employed to explore the impact of these parameters on pivotal heat sink 
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attributes encompassing thermal resistance, pressure drop, and average heat transfer 

coefficient. 

In a distinct vein, Chaing and Chang harnessed the Response Surface Method (RSM) 

to attain optimal design parameters for pin-fin heat sinks, thereby achieving heightened thermal 

performance [18]. The endeavor to minimize entropy generation rate as a designated objective 

function was undertaken by Chen and colleagues [19]. In this pursuit, they optimized a plate-

fin heat sink for CPU application by deploying a coded genetic algorithm, thereby identifying 

optimal design parameters for the heat sink. Addressing diverse objective functions, Devi et al. 

employed a Taguchi-based non-gradient method to minimize three distinct objective 

functions—namely, radiation emission, thermal resistance, and heat sink mass [20]. 
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Chapter 3 Energy aware pro-active control for air cooled datacenters using 

Machine Learning 

3.1 Introduction 

The rapid expansion of networking-based applications such as the Internet of Things 

(IoT), growth in video streaming and social media, and increased demand for high-performance 

servers for computation-intensive applications have posed a major data center thermal 

management challenge. These advancements leading to data center proliferation have also 

created a problem of energy efficiency due to increasing server and consequently, data center 

power consumption. Recent data shows that the data centers account for nearly 1% of global 

electricity consumption which may increase threefold over this decade [1]. At the same time, 

data centers also contribute around 0.3% of global carbon emissions, triggering concerns by 

many environmental protection bodies across the globe [2]. Typical air-cooled data centers rely 

on refrigeration-based Computer Room Air Conditioning (CRAC), or Computer Room Air 

Handling (CRAH) units connected to a chilled water-cooling tower. A typical energy 

consumption distribution for various purposes in a refrigeration-based air-cooled data center is 

shown in Figure 3-1 [3]. It can be assumed that one of the approaches to enhance energy 

efficiency could be in the reduction or optimization of cooling power by strategically 

optimizing the coolant (air) delivery to the servers. 
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Figure 3-1 DISTRIBUTION OF ENERGY CONSUMPTION IN A TYPICAL DATA CENTER 

The workload distribution and workload arrival in data centers are highly dynamic 

which directly impacts the airflow in hot and cold aisles. Conventional control strategies inside 

the cooling systems used in data centers utilize an ON/OFF mechanism using PID control [4] 

from sensor feedback. The mechanism is triggered when the temperature setpoint deviates 

within a certain pre-decided deadband. This deadband range gives rise to continuous 

temperature fluctuation, which if outside the recommended temperature range, can lead to 

higher server failure rates [5]. Thus, utilizing reactive control strategies to optimize the airflow 

to Information Technology Equipment (ITE) under such highly varying ambient conditions 

isn’t the best approach. Model-based predictive control strategies can alleviate these concerns 

by predicting the cooling requirements based on historical data of the workloads and 

consequent cooling requirements [1]. Using this approach, the fluctuations that are typically 

observed in PID-based cooling system control can be minimized, resulting in more stable 

cooling control [6, 7]. One of the major bottlenecks in developing such approaches is the lack 

of historical data. This task can become even more cost and time-intensive, and completely 

non-feasible in hyperscale cloud data centers if an experimental investigation is carried out. 

Computation Fluid Dynamics (CFD) can be used in such situations to understand various 
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thermodynamic parameters using data-driven models trained with validated CFD models of 

real data centers.  

Artificial Neural Network (ANN) has been used in various domains such as trade and 

finance, audio-visual recognition and even building energy optimization and thermal control 

[8, 9]. More recent studies also show the application of ANN in predicting supply air 

temperatures and power management in data centers [10, 11]. Studies have been done to 

compare ANN and typically used mathematical modeling techniques to prove that ANN can 

be used for both transient and steady-state thermal management of data centers [12]. Song et 

al. [13] used ANN for predicting the average airflow rate and airflow temperature coming out 

of the data center floor tiles. Thus, it can be referred from these studies that data-driven 

modeling combined with CFD can be used to simulate various field scenarios with limited 

resources. Machine learning approaches can then be used to develop forecasting models that 

can proactively respond to various transient scenarios inside the data centers. Sensitivity studies 

for developing CFD models as established by previous literature has also been considered [14]. 

To analyze the distribution of air and its distribution efficiency, the most realistic 

method is to calculate the performance metrics. It is important to assess the required supply of 

air temperature and flowrate through the ITEs to maintain its operational efficiency based on 

the datacenter server/room design standards. The datacenter room standards are followed 

mainly focusing on the ITE reliability/downtime which impacts the energy efficiency at the 

room level due to excessive cooling provisioning. It is observed that in air cooled data centers, 

cooling energy consumption contributes to almost 40% of the total energy consumption of the 

facility. Since datacenter energy consumption has become three folds in the past decade, we 

must consider optimizing the existing and upcoming datacenters through efficient and smart 

methods of cooling which directly impacts the PUE. 
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Chilled water systems are usually designed to operate for a differential temperature 

(∆T) between the supply and return water between the chiller and the facility loads. This ∆T 

will influence air handling units, coil sizes, distribution system, pumping costs, and chiller 

sizing. A higher ∆T usually affect the chiller evaporator log mean temperature difference 

(LMTD) and require long tubes or more coil passes, which in turn increases chiller pressure 

drops (∆P) that need to be overcome by the pumps. At higher temperature differentials of 10°C 

to 15°C  - ∆T, low supply water temperatures (6°C to 8°C), and variable flow with modulating 

valves, a design strategy could reduce pump energy (lower flowrate) and piping installation 

cost. The total annual system energy use must be considered to calculate overall energy saving. 

The control schemes for a chilled water system usually vary with the size and complexity of 

the system, and with the type and number of pumps used. The chilled water system’s flowrate 

can be controlled from static pressure, but has limited flexibility for operational changes, and 

might waste energy in over pumping. Condenser flowrate can be controlled from differential 

pressure (∆P) at the chiller plant, which has similar disadvantages as the chiller. Temperature 

setpoint usually doesn’t change dynamically at the chiller thereby wasting energy. 

The study's main goal is to enable dynamic setpoint modifications based on constantly 

changing spatial and temporal workloads in white space. Since studying the behavior and 

adjusting to see the effect of various integrated cooling systems in a working data center is 

exceedingly challenging, CFD modeling and simulation of such situations help us understand 

and make changes to operational setpoints and controls. The goal of the research is to optimize 

the datacenter's air and liquid side energy consumption  simultaneously, focusing on the control 

of airside and liquid-side fluid and thermal network as shown in Figure 3-2.  
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Figure 3-2 SEQUENCE OF OPERATION 

A set of scenarios that occur in a realistic datacenter are modeled and simulated using 

a commercial CFD tool. In this study we investigate the application of machine learning model 

in predicting the control setpoints for air and liquid side cooling systems. A parametric study 

is conducted using a validated datacenter CFD model where air cooling unit setpoints are 

managed based on the responses of internal sensors, and we override them if necessary for 

optimum energy efficiency. Data for 'n' situations is collected and compared to the standard 

control technique. Traditional vs proactive controllers' power usage and heat dissipation are 

calculated and compared. The study also looks at scenarios including recirculation, over/under 

pressurization, over/under-provisioning, thermal runaway, and cooling unit failure. Machine 

learning models are chosen depending on the type and size of data acquired, as well as the 

forecast. A good approach for predicting the most contributing parameter for determining the 

setpoints is using the random forest method and for optimizing the control, artificial neural 

network machine learning model is used. 
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3.2 Computational Model 

Two CFD analysis were carried out, one to visualize the zone of influence of the CRAC 

units in provisioning the ITEs and the second  to calculate the total power consumed by the 

CRAC units in various scenarios also to generate datasets for ANN training. Table 3-1 and 3-

2 has the data center configuration and CRAH unit specifications. 

Table 3-1 DATA CENTER CONFIGURATION 

Configuration of the datacenter 

Floor area 1200 ft2 

No. of rows 8 rows with 10 racks each 

Rack arrangement Hot aisle contained 

No. of servers/rack 10 servers/rack 

Server dimensions 2U 

No. of  CRAC units 8 (n+2) configuration 

No. of chillers 3 (n+1) configuration 
 

Table 3-2 CRAH UNIT SPECIFICATION 

CRAH Unit specifications 

Model Liebert CW 180 

Max. Capacity 200 kW 

Max. Flowrate 17,300 CFM 

Control setpoints 

Supply Air Temperature 20°C - 27°C 

Supply Air Flowrate 60% (10,380 CFM) 
 

The data center is a hot aisle contained with a ceiling height of 2ft. The return of hot air 

from the IT passes through hot-aisle containment to the Computer Room Air-Conditioning 

(CRAC) units, the cold air is supplied to the IT through perforated tiles having 50% open area 

from a 2ft underfloor. A typical datacenter is modeled in a commercial CFD tool 6SigmaRoom 

as shown in fig 3-3. 



26 

 

 

Figure 3-3 DATA CENTER CFD MODEL (TOP VIEW) IN 6SIGMA ROOM 

 A baseline simulation with idle load is compared with the realistic data from the data 

center facility to validate the model. Further analysis using the model is expected to represent 

realistic scenarios in a datacenter. A 1D flow network model (Fig 3-4) is coupled with the 

room level CFD model to simultaneously control the chilled water-side and air-side 

parameters of the data center. 

 

Figure 3-4 1D FLOW-NETWORK FOR CHILLED WATER LOOP 
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 The CFD model to  understand  the  ACU’s  influence  on provisioning the ITE’s, we 

have set up the control network in such a  manner that can be   Average ITE outlet temperature 

sensor  values  based  on  %  of  influence  are    taken  as  T Return. Similarly, supply 

temperature T Supply setpoint is set to 22°C such that  the  ACUs  respond  when  any  of  the   

inlet  temperature sensors read a value of more than 22°C. The blower speed for the ACU fans 

were controlled  using VFDs and the values are updated for every scenario to  capture  different 

scenarios using the same boundary conditions. CRAC  unit  dimensions  and  specifications  

are  modeled  according  to  Liebert  CW  180,  ACU  built  by  Vertiv  cooling technologies. 

 The algorithm will make a small adjustment to the supply water temperature, by 

increasing/decreasing the temperature and measuring the resulting changes in energy 

consumed by the chiller, pumps, and ACU. If the supply water temperature is to the left of the 

optimum point, then total energy used by these systems will decrease. The algorithm raises the 

temperature a little bit more. On the contrary, if supply water temperature is to the right of the 

optimum point, the total energy used by the system will increase, then the algorithm reduces 

the temperature a little bit. Eventually, it will find the optimum temperature, where either 

increasing or decreasing the supply water temperature increases the total energy used. It will 

happen over the course of time based on the fluctuating IT load. If water cooled chillers are 

used, there is a similar trade-off on the condenser water side. If you lower the temperature of 

the condenser water as it’s supplied to the chiller, the amount of energy used by the chiller will 

be reduced. The cooling tower can’t provide water cooler than the outside air wet bulb 

temperature. To achieve closer to the ambient air wet bulb temperature fans and circulating 

pumps must spend more energy. This may be achieved by speeding up the fans and pumps, 

bringing on more tower stages, sometimes both. Therefore, the algorithm decides to adjust the 

pump flowrate and fan speed based on the ambient conditions. 
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3.3 Zone of Influence of CRAH units 

Zone of influence for each CRAH unit can be found using a baseline simulation and a 

built in feature in 6Sigma Room. The charts depict the influence of provisioning the ITEs 

located in the data center white space at the rack level. Figure 3-5 (a), (b), and (c) shows the 

influence of CRAH units 1 & 8, 3 & 6, and 2 & 7. 

 

(a)                                                                        (b) 

 

(c) 

Figure 3-5 INFLUENCE OF CRAH UNIT (a) 1 & 8 (b) 3 & 6 (c) 2 & 7 

3.4 Boundary conditions and cases 

A range of input parameters were considered for boundary conditions for the CFD 

model. Table 3-3 shows the input parameter space for which the simulations were run.  
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Table 3-3 Boundary Conditions 

DC Room model Boundary Conditions 
Rack Power utilization (%) 30, 60, 100 
Supply Air Temperature (°C) 22, 26, 30 
Coil inlet Temperature (°C) 10, 14 

 

Numerous parameters were recorded for all the scenarios from the CFD simulation. 

These datasets were fed into a Random Forest regression model to identify the contribution of  

each parameter to the total CRAH unit supply Air flow rate. The results are shown in fig 3-6. 

It was found that rack power, rack temperature difference and Plenum pressure were the most 

contributing factors for the CRAH unit supply air flow rate setpoint. These parameters were 

selected for training the Machine learning algorithm which is Artificial Neural Network in this 

case. 

 

Figure 3-6 Feature Selection 

3.5 Artificial Neural Network 

The input and output parameters selected from the random forest model were divided 

into training and validation datasets. 80% of the total data was selected to train the Neural 

Network and the remaining 20% were selected to validate or test the performance of the 
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algorithm. The input, output parameters and the neural network model is shown in fig 3-7. Data 

separation, training and validation was done using python libraries. 

 

Figure 3-7 ANN MODEL WITH INPUT AND OUTPUT PARAMETERS 

The performance of the algorithm was close to 100% accuracy as shown in fig 3-8. 

More data and non-linearities need to be addressed in future studies to adapt various layouts 

and configurations of a realistic data center. 

 

Figure 3-8 ANN ERROR 

3.6 Conclusion 

CRAH setpoint modification reflects change in  ΔT at the chiller. CRAH Supply air 

temperature and flowrate setpoint predicted by the neural network will be compared to the 

baseline model working on traditional controls. If the Outside air temperature is favourable, 

chiller efficiency goes high. – Potential to include OA variable to the neural network training 

algorithm. The future work includes energy Analysis comparing sensor based  and ML based 

controls. 
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Chapter 4 Feasibility and Energy Analysis of Rear Door Heat Exchanger 

for Data Centers 

Reprinted with permission © 2022 ASME 

4.1 Abstract 

Due to increased use of high-performance computing in datacenters to cater to huge 

workloads, old low-performance compute servers must be replaced endlessly with high-

performance compute servers. Traditional air-cooling systems are insufficient to provision and 

run the servers in optimal conditions as the datacenter thermal footprint or rack density grows, 

resulting in thermal throttling. To sustain the growing needs, Rear Door Heat Exchangers 

(RDHx) are deployed in existing datacenters along with peripheral Computer Room Air 

Handling/Conditioning (CRAH/CRAC) units. RDHx transfers heat from the rear end of the 

racks and rejects it into the facility's chilled water. This study will demonstrate the suitability 

of RDHx for low density as well as high density rack applications. A baseline CFD model had 

a generic datacenter layout with peripheral CRAH/CRAC units and RDHx. Several case studies 

were conducted by varying the air and liquid inlet temperatures for rack and RDHx, 

respectively. We also compared active and passive modes of operating RDHx while server fans 

provide flowrate based on the IT inlet temperature. The paper will also discuss the feasibility 

of designing a datacenter with only RDHx and no peripheral CRAC/CRAH units while 

maintaining the thermal envelop. The research will also provide  a guideline in implementing 

RDHx based on the heat load and server design. 

4.2 Introduction 

Air cooled datacenters typically have two configurations for cooling the IT equipment. 

Raised floor configuration where CRAH/CRAC units are placed at the periphery in the white 
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space supplying air through the underfloor plenum which reaches the ITE equipment through 

the perforated tiles. Non-raised floor configuration where the cold air is supplied from the 

ceiling or via peripheral units. This configuration typically requires hot aisle containment and 

a return plenum. In the traditional design of data centers, issues such as hot aisle recirculation 

or cold air bypass are very commonly observed. Recirculation of the warm air from the ITEs 

mixing with the ambient air is also a major concern as it leads to higher air inlet temperature 

for the ITEs. Conventional methods of air cooling have significant disadvantages in heat 

dissipation due to high energy consumption at the CRAC/CRAH units, humidity excursions, 

recirculation into the cold aisle, extensive site survey effort etc. [1]. Even though there are 

optimization strategies for air cooling provisioning, there are limitations due to increased 

demand in high power consuming devices [2]. The growing rate of worldwide servers is 2.5× 

106 annually based on the industry data, and this growth is expected to continue [3]. Also, as 

per ASHRAE (Fig. 4-1), heat load per 42U rack shows that rack density is continuously 

increasing. This makes it difficult for conventional air-cooling methodologies to provision 

additional capacity [4]. Therefore, there are potential advancements in methods of air cooling; 

one such method is retrofitting existing datacenters with Rear door heat exchangers (RDHx). 

 

Figure 4-1 EVOLUTION OF THE ASHRAE POWER TRENDS [4] 
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Hybrid cooling systems are typically self-contained components like the side car, which 

is an air-liquid heat exchanger installed on the side of a server cabinet. IBM introduced this 

enclosed heat exchanger, which is designed to remove up to 35 kW [5]. A fully enclosed server 

cabinet, which commonly uses a V-shaped heat exchanger on the bottom of the cabinet, is 

another example of a hybrid cooling system [6]. The RDHx (Rear Door Heat eXchanger) is a 

heat exchanger located at the back of the cabinet, where hot exhaust air leaves the servers. It 

was demonstrated in [7] that using an RDHx in various data center configurations can have 

several advantages, including 1) reducing the number of CRAH units required, 2) eliminate hot 

spots by removing heat closer to the source, and 3) allowing higher chilled water temperatures 

while still maintaining IT inlet temperatures within recommended ranges. RDHXs were used 

in tandem with room level air conditioning in a hybrid manner [8]. The CRAC fan speed was 

optimized using a control mechanism based on the heat load of the servers. They were able to 

save 47 kWh of energy, or around 6% of the total energy consumed by the CRAC. RDHx needs 

chilled water from the facility to cool the warm air exiting the ITEs. To provide chilled water 

for the RDHx, Cooling Distribution Units (CDUs) are deployed in datacenters as shown in Fig. 

4-2. CDUs conditions the water to the desired temperature and the flowrate needed at the RDHx 

to cool the warm air exiting the ITE. In this paper we are focusing on feasibility and 

considerations in deploying only RDHx without peripheral CRAH/CRAC units in a datacenter. 

This will enable us to have a room neutral design and eliminate the need for hot aisle 

containment. 
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Figure 4-2 LIQUID COOLING LOOP [9] 

A commercially available CFD tool from Future facilities, 6SigmaRoom was used to 

model the ITE rack with the RDHx. The baseline version of the model of the racks were fitted 

with a commercially available RDHx and simulated for various air and coolant inlet conditions. 

4.3 Computational Model 

Rear door heat exchangers are typically built to fit at the rear end of the rack which is 

2ft wide. A commercially available rear door heat exchanger (68 x 21.3 x 7 in) was chosen to 

fit at the back of the ORV2 rack (84.8 x 23.6 x 42 in) from Open Compute Project (OCP) [10]. 

The rack considered for analysis is a representation consisting of a 4-OU IT equipment, power 

shelves and a TOR switch. All the ITEs are provided with power ratio curves based on a 12°C 

ΔT. The rack’s CFD model is shown in Fig. 4-3 and the details are tabulated in table 4-1. 
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Figure 4-3 FRONT AND BACK OF A TYPICAL OCP RACK 

Table 4-1 DETAILS OF IT EQUIPMENTS IN THE RACK 

ITEs 
Form factor & units 

per rack 
Max. power limit (W) Airflow Required (CFM) 

TOR Switch 1U, 1 per rack 170 23.4 

Power Shelf 3U, 2 per rack 315 44.1 

ITE 4U, 8 per rack 2500 350 

The 4-OU IT server is assumed to be representative of a high-density server cooled by 

four 9256 CR fans. There are 4 fans per server in parallel in pull configuration. These are 

powerful fans designed to overcome higher pressure drops as indicated by the PQ curve 

(pressure drop vs air flowrate curve) of a typical 9256 CR fan in Fig. 4-4. However, it is to be 

noted that data centers typically have a heterogeneous deployment of servers. It may house 

servers with fans that can overcome modest pressure drops of one to two inches of water. Thus, 

it is important to consider the aforementioned aspects while deciding on an RDHx solution. 
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Figure 4-4 P-Q CURVE OF A CR 9256 FAN 

The RDHx typically has a single heat exchanger unit with valve connections for both 

supply and return of facility water. The position of the valves depends on the data center layout 

and the placement of chilled water pipes. They are either located on the top (for overhead 

piping) or at the bottom (raised floor configuration). RDHx is connected to the main loop via 

an isolation valve. The isolation valve helps to disconnect the rack from the chilled water loop 

without disrupting facility operations at large. The coolant flow through each of the Hx could 

be modulated by a control valve attached to the RDHx unit. This is necessary to avoid 

condensation and moisture accumulation when servers are idle. Depending on the design of the 

coil, and how the air flow is distributed (variation in face velocity at the inlet of RDHx), air 

may be cooled non-uniformly. This is a common occurrence in a passive RDHx configuration. 

To counter this, axial fans are placed at the rear of the Hx unit such that it assists to pull the air 

from the cabinet through the server and cabinet and release it into the data center. Although the 

addition of fans would consume more power, it helps to maintain a pressure-neutral data center 

environment for the server fans. Apart from distributing the flow uniformly over the coil, it 

also helps in overcoming the air-side pressure drop of the heat exchanger. Fig 4-5 shows the 

CFD model of a typical active RDHx with the cabinet. 
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Figure 4-5 ORV2 CABINET WITH RDHX - CFD MODEL 

To assess the feasibility of deploying the RDHx at scale for a large data center; a CFD 

model was first built with single rack placed in a room where the width of the room is same as 

the width of the rack and has a high ceiling of about 15’ from the floor. The model is created 

in such a way that the air exiting the RDHx can reach the IT inlet only by passing on top of the 

cabinet and not from the sides. The set-up was to mimic an actual data center deployment, 

where the racks are placed next to each other in a row. It is assumed that the empty U-slots will 

have blanking panels and no noticeable gaps exist. A typical 5% leakage is assumed to account 

for gaps in between the servers, mounting rails etc. In idle scenario, the server inlet air 

temperature would be the same as exit air temperature of the RDHx.  

In a passive RDHx, server fans need to have capacity to deliver pressurized air. If the 

required pressure is not attained by the server fans to overcome pressure drop through heat 

exchanger, air will cease to flow and start accumulating in the area between the server fans and 

the heat exchanger. At certain point, it will flow back into the room through gaps (at elevated 

temperature due to the heat removed from the server) – defeating the purpose of RDHx. In 

addition, for a passive RDHx, coolant flow and airflow cannot be controlled to maintain a 

design ΔT. This could potentially lead to inefficient operation of the overall data center. Passive 
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RDHx are more suitable for servers that can provide high static pressure at the downstream of 

the server to have effective flow across the heat exchanger.  

In an active RDHx, fans assist the extraction of the air from the cabinet if the internal 

fans cannot provide enough static pressure at the desired fan speed. The fan speeds are 

modulated to respond to required air-side ΔT. The control valve on the coolant side modulates 

the coolant flow to ensure air is cooled to the required temperature. Therefore, the desired 

temperature of 30°C is given to the controller such that the flowrate across the RDHx adjusts 

to provide the corresponding amount of cooling.  

For the current study, the coolant flowrate for the RDHx is controlled using an internal 

controller that works on the sensors built in the CFD model. The coolant flowrate controller is 

modulated to have direct response with respect to the air temperature exiting the RDHx. If the 

temperature starts to increase from the set-point (30°C in our case study), coolant flow rate will 

start to increase until the requirement is met, or maximum flowrate is achieved. In the later 

scenario, that would be the case of a thermal run-away where the coolant flow rate is maximum 

yet the exit air temperature from the RDHx is above the set-point. Table 4-2 summarizes the 

heat exchanger specification considered for analysis. 

Table 4-2 HX SPECIFICATION 

Hx Specification Values 

Coolant flow direction Top to Bottom 

Nominal Cooling Capacity 35 kW 

Reference coolant flowrate (maximum) 23 GPM 

Hx Effectiveness 0.8 

Reference Air flowrate (maximum) 3,000 CFM 

Coolant Temperature 26°C 

Coolant flowrate 
Controlled based on air temperature sensor 

(30°C) 
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4.4 Results and Observation 

Over the years, CFD has become an important tool to ascertain design flaws and 

optimize them further rather than going through intensive experimentation with manufactured 

models. To visualize the 3-D flow inside the cabinet and analyze the flow rate variation, 

momentum, energy, and mass conservation equations were solved using 6SigmaRoom. The 

following sections will detail the results and ket takeaways after post processing the results. 

4.4.1 Single Rack Model 

A single rack model was defined in the section before. Three cases of racks installed 

with passive rear door heat exchanger with varying rack densities are considered for analysis. 

For various rack power densities, the total required air flowrate requirement is calculated based 

on approximately 12°C ΔT. For simulations, depending on the case study, rack power is scaled 

by adjusting the utilization factor. For a 7-kW rack the corresponding air flowrate requirement 

is 1050 CFM, similarly, for 9 kW and 11 kW the air flow requirements are listed in Table 3. 

Server fans for the use case are selected to provide adequate flowrate across the servers. When 

RDHx is in place, the server fans must overcome the pressure drop across the Hx to push the 

air through it with minimal to no recirculation. Table 4-3 shows the set of simulation runs in 

CFD to determine the heat exchanger operating conditions and potential impact on server fans. 

Static or back pressure due to the installation of RDHx is noted. 

Table 4-3 RDHx CASES 

Cases RDHx mode IT Load (kW) Required flowrate (IT-CFM) 

Case 1 Passive 7 1050 

Case 2 Passive 9 1350 

Case 3 Passive 11 1670 

Case 4 Active 11 1670 
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Figure 4-6 RESULT PLANE POSITION 

 

      
 

Figure 4-7 PRESSURE CONTOUR PLOT FOR CASE 1 (LEFT) AND CASE 2 (RIGHT) 

       
 

Figure 4-8 PRESSURE CONTOUR PLOT - CASE 3 (LEFT) AND CASE 4 (RIGHT) 
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Table 4-4 PRESSURE AND TEMPERATURE RESULTS 

Cases 

Static 

Pressure 

(in/H2O) 

RDHx -Air 

Flowrate 

(CFM) 

Mean-IT 

Inlet Temp 

(°C) 

Coolant Exit 

Temp (°C) 

Coolant 

flowrate (GPM) 

1 0.66 961 29.5 28.9 9.13 

2 0.90 1234 29.8 29.3 10.3 

3 1.15 1507 30.2 29.7 11.2 

4 1.26 1728 29.7 29.7 11.6 

 

The result plane is positioned midway of the rack width as shown in fig 4-6. All the 

temperature and pressure contours are shown based on the same plane. For case 1 and 2 (fig. 

4-7), the contour plots for temperature and pressure show that the rack inlet temperature 

conditions are met and the static pressure inside the cabinet increases as expected. In case 3 

(fig.4-8), mean inlet temperature for ITE exceeded 30°C. Upon further inspection, it can be 

seen from the pressure plot, that the static pressure between the heat exchanger and the server 

fans is quite high compared to the previous two cases. It is to be noted that there are other 

structural elements such as a bus bar at the rear of the cabinet which will also add to overall 

resistance to airflow. This increased pressure will impact the server fan performance. If capable, 

server fans would spin at higher RPM to overcome the back pressure (assuming 12°C ΔT across 

servers). This in turn can increase the server fan power. In the current CFD set-up, the exact 

impact on fan performance was not captured as black box for servers and fans were used. 

Authors plan to further evaluate and calculate the increase in fan power for the cases studied. 

Another way of looking at the results was to understand the amount of hot air recirculation. 

Airflow through servers was modeled as fixed airflow. However, it was noted that the airflow 

exiting out of heat exchanger was lower than the server airflow. This can be accounted for some 

of the airflow escaping through leakage. With increase in static pressure, the volume of hot air 

that escapes through gaps increases. The results are tabulated in table 4-5. This explains the 

increase in mean server inlet temperature. 
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Table 4-5 PRESSURE AND TEMPERATURE RESULTS 

Cases 
Rack CFM 

(From table 3) 

RDHx -Air 

Flowrate 

(CFM) 

Leakage/recirculation   

(CFM) 

1 1050 961 89 

2 1350 1234 116 

3 1670 1507 163 

4 1670 1728 -58 (excess airflow through RDHx) 

 

Since the exit air temperature from RDHx exceeded 30°C, rack power greater than 11 

kW for passive mode was not analyzed. Instead, a fourth case wherein the RDHx was operated 

in active mode was analyzed. Fans were controlled to maintain air-side ΔT of 12°C which 

resulted in about 432 cfm of airflow per fan. It is typical for an active RDHx to have 

specification of 600W of total fan power for 3,000 cfm of air. Using it as a reference and based 

on fan laws, it is estimated that under active mode, the rack will consume an additional 500W 

of power. 

At first glance, this may sound like a lot. However, from a data center point of view it 

may prove beneficial. Previous studies have shown that how addition of RDHx can help lower 

the cooling load and in turn save power. If a data center can be operated without the need of 

any peripheral CRAC/CRAH units, there is a potential for savings. 

4.4.2 Data Hall Analysis 

To understand the impact of RDHx at a large scale, an active RDHx is deployed in a 

typical datacenter layout without traditional cooling units. These include peripheral 

CRAC/CRAH units or a penthouse style design with supply shafts based on evaporative 

cooling. The data hall considered is approximately 160’ x 175’ x 22’ (L x W x H) with a typical 

hot aisle cold aisle layout. Each row has sixteen rack positions installed in a set of four racks 

with RDHx. This was intentional so that cold air could circulate in between the racks. Hot aisle 
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containment was not considered, and the entire data hall is expected to operate as one big cold 

space (room neutral). To meet the maximum airflow provided by the RDHx fans, rack power 

was increased to 20 kW, requiring 3050 CFM per rack to dissipate heat. A typical hyper-scale 

data center layout consisting of over 500 racks was considered for analysis. Fig. 4-9 shows the 

data center layout with RDHx attached. Rack orientation is indicated by red and blue color 

indicating rear and front side of the racks respectively. Operating conditions (target RDHX air 

temperature of 30°C and coolant supply temperature of 26°C) similar to earlier analysis was 

considered. 

 
 

(a) Plan view 
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(b) 3-D View 

 

Figure 4-9 TYPICAL DATACENTER WITH RDHx INSTALLATION 

 

 

 
 

(a) Temperature plane -4 ft above the floor (Legend from 26-42°C). 

  

(b) A sectional temperature plane showing elevated temperature of around 1°C around the base of the rack. 

(Legend from 30-35°C). 

 
 

(c) A sectional plane aligned with the exit face of RDHx showing spatial variation in temperature 

Figure 4-10 CFD RESULTS - TEMPERATURES PLANES 
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From the results (Fig. 4-10), it can be seen that the RDHx can provide a room neutral 

solution thereby eliminating the need for any mechanical cooling units such as CRAH/C or 

penthouse unit with direct evaporative system. It will still require a chiller but given the 

operating condition of 26°C facility water, there is potential to lower chiller usage depending 

on the location of the data center where ambient conditions could be favorable.  It is to be noted 

that the legend scale is intentionally changed to get a visual contrast in the results. For plots in 

figs. 4-10a and 4-10b, the lower limit is selected to be 30°C as that is the control temperature 

set to which all RDHx fans respond. For plot in fig. 4-10c, scale is lowered to 27.4°C as that is 

the minimum temperature of the air delivered out of RDHx. Fig 4-10c shows the spatial 

variation in temperature along the rear face of the RDHx where the processed air enters back 

into the room via fans. About 3-4°C variation in processed air is observed from top to bottom. 

This is due to the fact that the facility water connection is defined at the top. This could be 

further investigated by studying different coil designs; however, authors do believe that spatial 

variation in temperature is not a risk as the air gets mixed and average server inlet temperature 

of air is about 29.7°C. The datacenter is designed to meet ASHRAE Class A1 temperature 

limits. If the mean server inlet temperatures exceed 32°C the solution is considered failed.   
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Figure 4-11 A SECTIONAL PLANE SHOWING THE VELOCITY PROFILE AND AIR MOVEMENT 

AROUND THE CABINET WITH RDHx 

 

Fig. 4-11 shows the vector plot to study how the air moves within the data hall space. 

After the air exits RDHx, it is forced upward and eventually circulates back into the cold aisle. 

Considering the density of velocity vectors around the rack, most of the air turns within four 

feet from the top of the rack. This suggests that there is potential to further lower the height of 

the data center. In these scenarios, rows were assumed to be placed at a distance greater than 

what normally is practiced. In the layout analyzed, the hot aisle is six feet wide (normally varies 

between 4-5) while cold aisle is about twelve feet wide. There is further room for optimization 

to reduce the overall size of the data center without having any negative impact on RDHx 

performance. 

4.5 Conclusion and Future Work 

The impact of using RDHx without auxiliary mode of cooling such as CRAH/CRAC 

units in datacenters with low- or high-density racks is discussed in this paper. For passive 
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RDHx implementation although feasible, it should be carefully investigated for its 

compatibility with ITE. The server fans considered in this analysis assumed that it could 

overcome higher pressure drop. However, for the same rack density, it is not uncommon to use 

smaller or single rotor fans which are suitable for pressure drops less than one inch of water. It 

is expected that the RDHx once installed to be compatible with all future generations of 

hardware as well. For this reason, implementation of active RDHx may be beneficial. Although 

additional power needs to be provided for the fans, facility operators no longer require 

mechanical cooling units (other than a chiller) such as CRAC/H. It also showed the feasibility 

of RDHx for a high MW data center with rack power of 20kW. With further optimization, 

additional space savings could be realized which would further reduce the construction cost of 

the data center. Future studies include optimization and a complete cost benefit analysis of 

implementing RDHx for high-capacity data centers. 
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Chapter 5 Energy Analysis of Rear Door Heat Exchangers in Data Centers 

with Spatial Workload Distribution 

Reprinted with permission © 2023 ASME 

5.1 Abstract 

Data centers have complex environments that undergo constant changes due to 

fluctuations in IT load, commissioning and decommissioning of IT equipment, heterogeneous 

rack architectures and varying environmental conditions. These dynamic factors often pose 

challenges in effectively provisioning cooling systems, resulting in higher energy consumption. 

To address this issue, it is crucial to consider data center thermal heterogeneity when allocating 

workloads and controlling cooling, as it can impact operational efficiency. Computational 

Fluid Dynamics (CFD) models are used to simulate data center heterogeneity and analyze the 

impact of two different cooling mechanisms on operational efficiency. This research focuses 

on comparing the cooling based on facility water for Rear Door Heat Exchanger (RDHx) and 

conventional Computer Room Air Conditioning (CRAH) systems in two different data center 

configurations. Efficiency is measured in terms of ∆T across facility water. Higher ∆T will 

result in efficient operation of chillers. The actual chiller efficiency is not calculated as it would 

depend on local ambient conditions in which the chiller is operated. 

The first data center model represents a typical enterprise-level configuration where all 

servers and racks have homogeneous IT power. The second model represents a colocation 

facility where server/rack power configurations are randomly distributed. These models predict 

temperature variations at different locations based on IT workload and cooling parameters. 

Traditionally, CRAH configurations are selected based on total IT power consumption, rack 

power density, and required cooling capacity for the entire data center space. On the other hand, 

RDHx can be scaled based on individual rack power density, offering localized cooling 
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advantages. Multiple workload distribution scenarios were simulated for both CRAH and 

RDHx-based data center models. The results showed that RDHx provides a uniform thermal 

profile across the data center, irrespective of server/rack power density or workload 

distribution. This characteristic reduces the risk of over- or under-provisioning racks when 

using RDHx. Operational efficiency is  compared in terms of difference in supply and return 

temperature of facility water for CRAH and RDHx units based on spatial heat dissipation and 

workload distribution. RDHx demonstrated excellent cooling capabilities while maintaining a 

higher ΔT, resulting in reduced cooling energy consumption, operational carbon footprint (?), 

and water usage. 

5.2 Introduction 

Data centers are centralized facilities that house networking and computing equipment 

for remote data storage, distribution, and processing. Data Centers are particularly important 

for cloud service providers for backing up huge amounts of user data and keeping critical 

applications up and running during nominal and peak demand periods.  

Data centers are significant energy consumers, and their energy usage has been 

increasing rapidly in recent years. According to a report by the American Society of Heating, 

Refrigerating and Air-Conditioning Engineers (ASHRAE), data centers consumed 

approximately 2% of the electricity in the United States in 2020[1]. IT equipment, cooling 

systems, and power distribution infrastructure are the main contributors to energy usage in data 

centers. IT equipment, including servers, storage devices, and network equipment, is 

responsible for the largest portion of energy consumption in data centers. The US Department 

of Energy estimated that IT equipment consumes between 45-55\% of the total energy used in 

data centers [2]. Cooling systems, such as air conditioners, chillers, and computer room air 

handlers (CRAHs), are vital for maintaining optimal temperatures and ensuring reliable IT 
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equipment operation. The same DOE report suggests that cooling systems account for 

approximately 25-40% of total energy consumption in data centers. Power distribution 

infrastructure, such as uninterruptible power supplies (UPS) and power distribution units 

(PDUs), completes the energy usage picture in data centers [2] 

“Air-based cooling systems lose their effectiveness when rack densities exceed 20 kW, 

at which point, liquid cooling becomes the viable approach.”, Vertiv [3] 

 
 

Figure 5-1 Air cooling limits: rack power density [3] 

Rear Door Heat eXchangers (RDHx) have emerged as an effective solution for 

addressing the cooling challenges in data centers. RDHx is a type of liquid cooling system that 

is installed on the rear doors of server racks to remove heat directly from the IT equipment. 

This approach offers several advantages, including improved cooling efficiency, reduced 

energy consumption, and enhanced heat dissipation capabilities. Several studies have 

investigated the performance and benefits of RDHx in data centers. Conventional methods of 

air cooling have significant disadvantages in heat dissipation due to high energy consumption 

at the CRAH units, humidity excursions, recirculation into the cold aisle, extensive site survey 

effort etc. [4]. Even though there are optimization strategies for air cooling provisioning, there 
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are limitations due to increased demand in high power consuming devices [5]. The growing 

rate of world-wide servers   is 2.5× 106 annually based on the industry data, and this growth is 

expected to continue [6]. Also, as per ASHRAE, heat load per 42U rack shows that rack density 

is continuously increasing. This makes it difficult for conventional air-cooling methodologies 

to provision additional capacity [7]. Therefore, there are potential advancements in methods of 

air cooling; one such method is retrofitting existing data centers with RDHx. Simon et al. [8]  

studied the feasibility of deploying Rear door heat exchangers in high-capacity data centers, 

where it is to be noted that passive RDHx will offer significant advantage in cooling, provided, 

the server fans overcome the Hx pressure drop also in active mode the benefit is substantially 

more than the CRAH based cooling. Hybrid cooling systems are typically self-contained 

components like the side car, which is an air-liquid heat exchanger installed on the side of a 

server cabinet. IBM introduced this enclosed heat exchanger, which is designed to remove up 

to 35 kW [9]. A fully enclosed server cabinet, which commonly uses a V-shaped heat 

exchanger on the bottom of the cabinet, is another example of a hybrid cooling system [10]. 

The RDHx is a heat exchanger located at the back of the cabinet, where hot exhaust air leaves 

the servers. It was demonstrated in [11] that using an RDHx in various data center 

configurations can have several advantages, including 1) reducing the number of CRAH units 

required, 2) eliminate hot spots by removing heat closer to the source, and 3) allowing higher 

chilled water temperatures while still maintaining IT inlet temperatures within recommended 

ranges. RDHXs were used in tandem with room level air conditioning in a hybrid manner [12]. 

The CRAH fan speed was optimized using a control mechanism based on the heat load of the 

servers. They were able to save 47 kWh of energy, or around 6% of the total energy consumed 

by the CRAH. 

OpEx (Operational Expenditure) analysis and TCO (Total Cost of Ownership) 

evaluation play crucial roles in understanding the financial aspects of data centers. OpEx 
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analysis involves assessing the ongoing operational expenses associated with running and 

maintaining a data center, while TCO considers the overall cost incurred for owning the 

equipment throughout its lifespan. 

 
Figure 5-2 Cost of Equipment vs rack power density [13] 

OpEx analysis encompasses various cost components, including energy consumption, 

cooling, maintenance, personnel, and equipment upgrades. It enables data center operators to 

identify areas of high expenditure and implement strategies for cost reduction and operational 

efficiency. Additionally, OpEx analysis provides insights into the financial implications of 

different operational decisions, such as equipment selection, cooling system optimization, and 

energy management strategies. Fig. 5-2 from a whitepaper published by Schneider Electric 

shows cost per watt consumed by various air-cooling methodologies based on the rack power 

density. RDHx is cost effective when the rack density increases, and it reduces further beyond 

20kW as room-based cooling units become ineffective. 

5.3 Computational Model 

6SigmaRoom is a powerful computational fluid dynamics (CFD) software designed 

specifically for data centers. It offers numerous advantages. Firstly, it provides modeling ability 
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to precisely define control parameters and response curves for fans, pumps, control valves etc. 

By monitoring airflow, temperature, and pressure distribution within data centers, the CFD tool 

enables data center operators to optimize energy efficiency by identifying hotspots, 

temperature gradients, and areas of inefficiency. 

The data center model encompasses a room size of 2,447 sq ft with a height of 14.76 ft 

and a total power capacity of 1.28 MW. The height of the raised floor is 2 ft. It accommodates 

a total of 8 rows with 10 racks each, in a hot-aisle containment configuration for the CRAH-

based DC model. Each rack houses 10 4U servers. A compact model of 4U servers was 

populated in all the racks with maximum rack power of 16 kW. All the ITEs are provided with 

power and temperature rise specifications of 10°C ΔT. The CFD model includes 8 peripheral 

Computer Room Air Handling Units (CRAHs) with a net cooling capacity of 200 kW/CRAH. 

The data center layout is shown in Fig 5-3. 

 

Figure 5-3 Raised floor data center with CRAH units. 

The CRAH based DC model has hot aisle containment as it minimizes recirculation 

which is typical in most of the hyperscale data centers. The CRAH units supply cold air through 
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the underfloor plenum to the cold aisle via slotted floor grills in a raised floor configuration. 

After cooling the IT Equipment, the hot air is contained and ducted to the ceiling where the 

return air mixes and directed to the return side of the CRAH unit through a ceiling duct as 

shown in figure 5-3.  Another CFD model has the same data center IT layout and specifications 

with RDHx attached to all the racks, and no peripheral CRAH units, raised floor or the false 

ceiling as shown in Fig. 5-4. 

 

Figure 5-4 Data center with RDHx 

5.4 Rear Door Heat Exchanger  

Rear door heat exchangers are typically built to fit at the rear end of the rack, which is 

2 ft wide. A commercially available rear door heat exchanger (68 x 21.3 x 7 in) was chosen to 

fit at the back of the ORV2 rack (84.8 x 23.6 x 42 in) from the Open Compute Project (OCP) . 

It is typical for an active RDHx to have a specification of 600W of total fan power to move 

3,000 cfm of air across the assembly. For our use case, based on the required flow rate across 

the rack, fans usually run at approximately maximum speed of 80% of the rated speed which 

results in a much lower power consumption when calculated using fan laws.  A typical 5% 
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leakage is assumed to account for gaps in between the servers, mounting rails etc. In idle 

scenario, the server inlet air temperature would be the same as exit air temperature of the 

RDHx.  

The RDHx typically consists of a heat exchanger unit with fans mounted on the rear 

side, accessible from the aisle. to A control valve modulates the flow of coolant (facility water) 

through the coil typically depending on the leave air temperature setpoint.  The position of the 

valves depends on the data center layout and the placement of chilled water pipes. They are 

either located at the top (for overhead piping) or at the bottom (raised floor configuration). The 

RDHx is connected to the main loop via an isolation valve, which allows for disconnecting the 

rack from the chilled water loop without disrupting facility operations at large. Fig. 5-5 shows 

the schematic of a traditional rack and a rack with RDHx. 

 

Figure 5-5 Traditional rack vs RDHx Rack Schematic (Side View) 

The coolant flow through each of the heat exchangers is modulated by a flow control 

valve attached to the RDHx unit, based on the downstream air temperature at the heat 

exchanger. Depending on the design of the coil, chilled water inlet direction, and variation in 

face velocity at the inlet of the RDHx, air may be cooled non-uniformly. To counter this, axial 

fans are placed at the rear of the heat exchanger unit to uniformly pull air from the cabinet. 
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These fans can be controlled based on sensors measuring the inlet temperature at the rack or 

based on approach air temperature of the heat exchanger. 

Although the addition of fans consumes more power, it helps to maintain a pressure-

neutral data center environment for the server fans. Apart from distributing the flow uniformly 

over the coil, it also helps overcome the air-side pressure drop of the heat exchanger. The 

boundary conditions for the CRAH and RDHx units are shown in Table 5-1 and 5-2, 

respectively. 

Table 5-1 CRAH unit specification and BC 

CRAH Specification and Boundary conditions 
Supply CHW Temp 22 °C 

Supply Air Temp 29 °C 

Max. air flowrate 24,000 cfm 

Max. CHW flowrate/CRAH 108 gpm 

No. of EC fans 3 

Fan power 3.7 kW/fan 
 

Table 5-2 CRAH unit specification and BC 

RDHx Specification and Boundary conditions 

Coolant flow direction Top to Bottom 

Nominal Cooling Capacity 35 kW 

Reference coolant flowrate (max.) 23 gpm 

Hx Effectiveness 0.8 

Reference Air flowrate (max.) 3,000 cfm 

Coolant Temperature 22°C 

Coolant flowrate 
Controlled: Hx exit air temperature 

(30°C) 

No. of fans 4 

Fan power (Full speed) 500 W 

 

The CRAH unit air flow rate control was set to pressure-based condition so that the 

cold aisle is slightly over pressurized compared to hot aisle.  It is a common practice to maintain 

a minimum ΔP of 0.05 in.H2O across the racks to avoid hot air recirculation. CRAH supply air 

temperature control was set to 29°C based on the feedback from the sensors at the cold aisle. 
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The coolant (chilled water) temperature was set to 22°C as mentioned in Table 5-1. CRAH 

units have individual flow control valves to modulate the coolant flow rate based on the return 

air temperature. The rest of the coolant bypasses the cooling coil and mixes with the return 

water from the coil. Coolant flowrate was set to modulate (using the valve) based on the cooling 

energy demand and maintain the set supply air temperature. 

5.5 Uniform workload distribution 

In this case, we considered a typical scenario of uniform workload distribution with 

similar-performance servers populated throughout the data center. Two different CFD models 

were created: one for CRAH-based cooling units and another for RDHx-based cooling units. 

All IT equipments are set to maintain a  ΔT of 10-15°C across the racks, based on the rack inlet 

temperature. The ITE specifications are given in Table 5-3. 

All the IT Equipment power utilization was set to a certain % utilization uniformly 

throughout the data center space and simulations were performed to observe the ΔT across the 

cooling coils in the CRAH unit as well as the CRAH unit with the bypass. This would let us 

know the ΔT across the chiller. 

Table 5-3 ITE Specifications 

ITE Utilization Rack power (W) Rack air flow required (cfm) 

30% 4800 696 

65% 10400 1508 

100% 16000 2320 

 

Fig.5- 6 (a) shows the temperature result plane for both configurations. The figure on 

the left shows the cold and hot aisle with raised floor and hot air return plenum. Based on the 

temperature contours for RDHx (right figure), it can be seen that RDHx provides a room neutral 

solution. The difference between the two set-ups can be prominently noted in  Fig. 5-6 (b) and 

(c). It shows the temperature profile across the racks for the baseline case The temperature 
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profile looks similar in all three cases mentioned above since the Δ T across the racks are 

similar. 

  
(a) Result plane location for CRAH based DC (left) and RDHx based DC (right) 

 
(b) CRAH-based DC Temperature contour 

 
(c) RDHx-based DC Temperature contour 

Figure 5-6 Temperature Contours for uniform workload distribution 

5.6 Spatial workload distribution 

In this case, we considered a typical scenario of workload distribution with similar-

performance servers populated throughout the data center. Two different CFD models were 

created as mentioned in the previous case. These models were used to compare and observe 

the effects of spatial workload distribution on thermal profile of the room and operating energy 

consumption. 

Out of 80 racks in the room, 20% of the fully populated racks were randomly selected 

and set at maximum utilization (100%) with a capacity of 16 kW per rack, while the remaining 

set of racks were set at idle power (30% of the total rack power). Fig. 5-7 shows the highlighted 
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racks at 100% utilization with CRAH units. Similarly, another CFD model with the same racks 

at 100% utilization was modeled with RDHx and no peripheral CRAH units. Simulations were 

run based on the previously mentioned boundary conditions. 

 
Figure 5-7 Randomly selected racks to mimic spatial workload distribution in data center 

The result plane was taken at the same location as shown in previous case (Fig. 5-6 (a)). 

It was observed that RDHx delivered a uniform temperature distribution throughout the data 

center, irrespective of the rack utilization. The CRAH-based data center model had varying 

CRAH return air temperatures since the hot air from various heat sources at varying velocities 

mixes in the ceiling before returning to the cooling coils. This might be because of the uneven 

air flowrate provided by each CRAH unit that works based on sensor-based feedback while the 

chilled water flowrate remains constant at the facility side. Therefore, chilled water bypasses 

the cooling coils when there is lower energy demand leading to lower ΔT across the cooling 

coil and the CRAH unit while maintaining the set supply air temperature. It is a known fact 

that chiller units work efficiently when the ΔT across the chilled water is higher. When the 

difference between supply and return chilled water temperature goes below the design value 

(in this case equivalent to maximum data center capacity of 1.2MW) it results in cooling facility 

to operate at lower efficiency for majority of the time since data centers rarely operate at design 
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capacity. For most of the data centers, maximum capacity utilized is between 65-70% of the 

design capacity. During off peak hours, it can lower to 30% of the design capacity. Low ΔT 

results in chiller consuming more energy resulting in higher Capital Expenditure (CapEx) cost. 

CRAH based units are observed to have much lower ΔT across the cooling coils compared to 

rear door heat exchangers. Under low load conditions, the coils in CRAH units can be 

considered “oversized” which ultimately results in lower ΔT across facility water.  In contrast, 

the localized cooling control provided by the RDHx  results in higher ΔT. It also provides 

uniform temperature distribution across the data center keeping the inlet temperature of all the 

racks within a range of 1°C difference. Hotspots caused by high heat rejection and recirculation 

at the random high utilization racks were eliminated using RDHx. 

 
(a) CRAH-based DC 

 
(b) RDHx-based DC 

Figure 5-8 Temperature contours for spatial workload distribution 

 
(a) CRAH-based DC 
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(b) RDHx-based DC 

Figure 5-9 Velocity contours for spatial workload distribution 

Based on the data from table 5-4, the total energy consumed by the RDHx would be 

lower compared to traditional style of cooling due to several reasons. The chilled water supply 

temperature for the RDHx is higher compared to the CRAH units, resulting in significant 

energy savings on the primary side. Additionally, RDHx has rack level flow control device 

which modulates based on the downstream temperature of the air. This level of sophistication 

provides localized control of coolant flow rate through the RDHx. The difference in pumping 

power when all the servers were at idle load compared to Case A was negligible relative to the 

power consumed by the CRAH units that were provisioned by chilled water pumps from the 

facility. Future work would include calculating the annualized energy consumption for a 

specific location. 

Table 5-4 CRAH and RDHx-based DC chilled water results 

 

Again, similar results in terms of temperature distribution across the data center were 

observed. RDHx offered an even temperature distribution, and the average room temperature 
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was maintained at or 30°C with an average difference of 1°C tolerance at the rack inlet 

temperature. 

5.7 Conclusion 

In this paper, two data center configurations were analyzed using CFD to estimate the 

operational efficiency of data centers under different scenarios. ΔT between facility return and 

supply water temperature was compared for a legacy CRAH based cooling system and RDHx 

based cooling system. RDHx irrespective of operating load conditions can provide consistent 

higher ΔT resulting in higher operational efficiency. When the ΔT on the facility side is lower 

than the design, chillers operate less efficiently for more than the 90 percent of the year since 

the peak load conditions are primarily observed during hot weather conditions (summer). Thus, 

it would result in chillers consuming more energy or less efficient. 

In addition, for typical raised floor-based data centers with peripheral CRAH/CRAC units, it 

is difficult to manage airflow. As a result, CRAH units will oversupply cold air by about 10-

20% of what is required by IT racks. In contrast, RDHx can provide localized thereby 

modulating airflow and coolant flow rates as per rack demand. In future, authors plan to 

calculate the annualized energy consumption for chillers based on both technologies for a 

particular location. 
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Chapter 6 Experimental and CFD Analysis of Heat Capture Ratio in a 

Hybrid Cooled Server 

Reprinted with permission © 2022 ASME 

6.1 Abstract 

Rising power densities at the server level due to increasing performance demands are 

being met by using efficient thermal management methods such as direct-to-chip liquid 

cooling. The use of cold plates that are directly installed yields a lower thermal resistance path 

from the chip to the ambient. In a hybrid cooled server arrangement, high-heat-generating 

components are cooled with water or a water-based fluid, while the rest of the components are 

cooled with air using server-level fans. It is imperative to characterize the heat capture ratio for 

various server boundary conditions to ascertain the best possible liquid and airflow rates and 

temperatures. These parameters serve as inputs in defining the Total Cost of Ownership (TCO). 

The present investigation numerically evaluates the heat capture ratio in a hybrid cooled server 

for peak server load and varying inlet temperature for air and liquid. The CFD model of a Cisco 

Series C220 server with direct-to-chip liquid-cooled CPUs was developed. The cold plate for 

the CPU was experimentally characterized for pressure drop and thermal resistance 

characteristics and a black-box model was used for CFD simulations using 25% propylene 

glycol as the coolant. The heat capture ratio value was obtained under the varied temperature 

and flow rate boundary conditions of air and liquid. Based on the heat capture ratio values 

obtained, optimum values of inlet temperatures and flow rates are recommended for air and 

liquid for the server being investigated.  
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6.2 Introduction  

Conventional methods of air cooling have significant disadvantages in heat dissipation 

due to lower heat transfer coefficient, high energy consumption at the CRAC/CRAH units, 

humidity excursions, recirculation into the cold aisle, etc. Even though there are optimization 

strategies for air cooling provisioning, there are limitations due to increased demand for high 

power-consuming devices [1-3]. Direct on-chip liquid cooling overcomes most of the issues 

compared to air cooling at the system level. The combination of both air and liquid cooling at 

the server level must be studied critically since there are multiple electronic chips in a server 

other than high heat-dissipating electronic devices such as CPUs and GPUs. These low-power 

consuming devices usually have a small form factor as well as low heat flux and therefore it is 

impractical to attach cold plates for liquid cooling. Liquid-based cooling technologies offer 

higher heat transfer coefficients and are being increasingly used to dissipate high power 

densities of the new generation central processing units (CPUs) and graphics processing 

(GPUs) [4]. Direct on-chip Liquid cooling is usually implemented only on CPUs, GPUs, and 

sometimes on high-power-consuming DIMMs. Immersion cooling is one such liquid cooling 

method to address the concerns of rising powers in chipsets used in high-performance servers. 

However, the cost of maintaining and serviceability is a major concern when deploying at a 

large scale. Hybrid cooling addresses most of the issues in terms of cooling high-performance 

servers.  
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Figure 6-1 Cisco M220 series M3 server 

6.3 Experimental Setup and Methodology  

Typically, water-based coolants are used in cold plates since the heat-carrying capacity 

is much higher. Since contamination is due to waterborne bacteria, water is mixed with a 

proportion of propylene glycol or ethylene glycol. Even though the heat capacity of PG and 

EG is slightly lower, it minimizes the risk of contamination over a long period of usage. In our 

study, we considered using 25% propylene glycol in water. Liquid cooling using cold plates is 

modeled in CFD as a black box model using thermal resistance and and flow resistance values 

from experimental data and validated. The heat capture ratio is defined as the ratio of heat 

carried by the coolant using cold plates to the total power consumption of the server. This is an 

important metric to calculate the availability of coolant as well as airflow. It is important to 

analyze the trade-off in energy consumption when both air and liquid cooling systems work 

efficiently. The purpose of this study is to quantify and calculate the thermal and flow 
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parameters of the hybrid cooled server under maximum utilization and at extreme inlet 

temperatures of both the heat transfer medium. 

A commercially available CFD tool, Future facilities 6SigmaET was used to model the 

spread core Cisco series M220 M3 server using an inbuilt black-box model of cold plates for 

the CPU while the rest of the system was air-cooled. Two mediums of fluids were defined in 

the model to simulate the hybrid environment. The baseline version of the model was solved 

for only air cooling with heat sinks for CPUs. This model was compared with experimental 

data and validated. The heat sink was retrofitted with commercially available cold plates from 

Asetec for direct on-chip liquid cooling. 

Cisco server M220 series M3 (Fig. 1) has two CPUs each with a TDP of 130 Watts (W) 

supporting 16 DIMMs (DDR3) each consuming 4 W. Platform Controller Hub (PCH) is a chip 

that controls the I/O and peripherals consumes 7 W. It is attached to a pin fin heat sink since 

the heat flux is high for a component with such a small form factor. The server supports 8 hard 

drives consuming 4 W each. The above-mentioned heat-dissipating electronic components are 

modeled in 6SigmaET with exact dimensions using the built-in modeling features in the 

computational software. 

Table 6-1 Server specification 

Components Quantity Values 

CPU 2 115 W 

DIMMs 16 2.5 W 

Hard Disk 8 1.5 W 

Platform Controller Hub (PCH) 1 5 W 

Fans 5 15 CFM each (max.) 

 

We noted the power consumed by DIMMs, Hard disk, and PCH as 2.5 W, 1.5 W and 5 

W each respectively based on signals from internal sensors monitored using IPMI tool at peak 

power input. The baseline model has heat sinks attached to the CPUs for air cooling. The server 
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is tested for various air inlet temperatures and flow rates. The data collected from the CFD 

serves as a baseline for comparing with the server simulated with cold plates attached to the 

CPUs instead of heat sinks. 

 
Figure 6-2 CFD model of Cisco M220 series M3 server 

Fig 6-2 shows the CFD model of the Cisco M220 series M3 server containing all the 

targeted components that are critical to measuring thermal characteristics. 

Table 6-2 CFD model validation using experimental result. 

 Experimental CFD 

Air & coolant inlet temp 25°C 

Coolant 

flowrate 
Air flowrate (CFM) 80 80 

0.4 lpm 

CPU1 exit Temp (°C) 28.37 29.1 

CPU2 exit Temp(°C) 30.77 31.4 

Avg. air exit Temp (°C) 27.6 27.87 

0.6 lpm 

CPU1 exit Temp (°C) 28.16 27.8 

CPU2 exit Temp (°C) 29.84 30.5 

Avg. air exit Temp (°C) 28.4 27.81 
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The hybrid CFD model was compared with experimental results to validate the CFD 

model as shown in Table 6-2 so that further investigations for higher power dissipation can be 

simulated. The model was validated with ±1°C since there are experimental measurement 

accuracy errors. The model was validated for two different flowrates by comparing all the air 

and coolant temperature values at the exit. 

To model cold plates in CFD, we need to calculate the thermal resistance and flow 

resistance of the cold plates at various inlet temperatures and flow rates. Thermal resistance 

across the cold plate is measured using the following equation for various flow rates and 

coolant inlet temperature in the system (Fig. 6-3). Since specific heat is a function of 

temperature, coolant inlet temperature is varied to calculate Rth. 

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑅𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑅𝑡ℎ) =
(CPU surface temperature –  Coolant Inlet temperature)

CPU Power
 

Flow resistance curve (Fig. 6-5) is calculated using the measured values of pressure 

using pressure transducers placed at the inlet and outlet of the cold plate as shown in Fig 6-4. 

Cold plates in the server were modeled in a 1D flow network. Cold plates are in series 

connection in this particular server where the coolant enters the first cold plate attached to CPU 

1 and the coolant exiting the first cold plate is supplied to the second cold plate attached to 

CPU 2. For simplicity, the cold plate attached to CPU 1 is referred to as CP 1 and the cold plate 

attached to CPU is referred to as CP 2. The coolant entering CP 1 picks the heat from CPU 1 

and becomes warm then it flows through CP 2 and picks heat from CPU 2 and returns to the 

reservoir. The 1D flow network is modeled as shown in Fig 6-6. 
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Figure 6-3 Thermal Resistance (Rth) Curve 

 
Figure 6-4 Flow resistance measurement setup 
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Figure 6-5 Flow resistance (PQ) curve 

 
Figure 6-6 1-D Flow network model 

Domain boundary 1 is the inlet condition of the coolant for CP 1 and Domain boundary 

2 is the outlet condition of the coolant. We keep the Domain Boundary 2 at 0 Pa simulating it 

as if the return coolant is supplied to the reservoir. To manipulate the inlet conditions of the 

coolant the thermal and flow parameters are changed at Domain boundary 1. Domain boundary 

2 is provided with the same flow rate as the inlet and there is no control over the thermal 

boundary since it is dependent on the thermal resistance of the cold plates. 

The 3D model of the server consists of cold plates and a heat sink modeled with exact 

dimensions and material properties given accordingly. Platform Control Hub (PCH) is attached 

with a small heat sink to dissipate the heat. Since the heat flux from the PCH is high, it needs 
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an appropriate heat sink. The cold plates attached to the CPUs are made of copper and the heat 

sink attached to the PCH was made of aluminum. 

Table 6-3 Boundary Conditions 

Parameters Values 

Air Inlet Temperature 25°C, 35°C, 45°C 

Air Flowrate 80 CFM 

Coolant Inlet Temperature 25°C, 35°C, 45°C 

Coolant Flowrate 0.2 l/m, 0.4 l/m, 0.6 l/m 

 

Table 6-3 shows the input parameter space and constraints of the parameters that were 

simulated. The inlet temperature of the air varies from 25 C to 45 C and the air flowrate is fixed 

at 80 CFM. The minimum air flowrate that is provided by all the 5 fans in the server is based 

on the minimum rated voltage (5 V) to run each fan. The maximum flowrate that all fans in 

parallel can supply is 80 CFM and is calculated based on the maximum rated voltage (12 V). 

To compare the experimental results with CFD, we need to match the exact conditions of the 

experiments with the CFD model. Therefore,  power supplied to the fans were not considered 

when simulating in CFD since the experimental setup was designed in such a way that the fans 

are powered separately using a power supply. Also, all perforations in the CFD are modeled 

exactly as in actual server.  

The focus of this study is to observe the heat transfer phenomenon due to the interaction 

of the cold plate material with the air passing through the server. Air entering the server passes 

through various electronic components such as hard drives, DIMMs and PCH also comes in 

contact with the cold plate. From experimental studies, it is observed that when the air is colder 

than the inlet temperature of the coolant, the cold plate rejects heat to the air thereby reducing 

the heat captured by the coolant and vice versa. 
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6.4 Results and Discussion 

The heat capture ratio is calculated using the following equation. This parameter is 

useful to compare the amount of heat captured by the coolant in a hybrid cooled server with 

cold plates attached to the CPUs. 

𝐻𝑒𝑎𝑡 𝐶𝑎𝑝𝑡𝑢𝑟𝑒 𝑅𝑎𝑡𝑖𝑜 (𝐻𝐶𝑅) =  
�̇� ∗ 𝐶𝑝 ∗ (𝑇𝑒, 𝑐𝑝2 − 𝑇𝑖, 𝑐𝑝1)  (𝑊)

𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 𝑔𝑖𝑣𝑒𝑛 𝑡𝑜 𝑠𝑒𝑟𝑣𝑒𝑟 (𝑊)
 

The HCR equation shows the heat captured by the coolant in the numerator as m ̇ is the 

total mass flowrate of the coolant, Cp is the specific heat of the coolant, Te,cp2 is the exit 

temperature at cold plate 2 and Ti,cp1 is the inlet temperature at the cold plate 1. Table 6-4 

shows the heat capture ratio of all the simulations done using the CFD model. We could observe 

that heat captured by the coolant increases for a constant coolant inlet temperature and 

increasing air inlet temperature in the system. When the air inlet temperature is more than the 

coolant inlet temperature, the heat is transferred to the cold plates/tubes that supply the coolant, 

thereby, increasing the temperature of the coolant. This phenomenon leads to misconception 

of understanding heat captured by the coolant in a hybrid cooling environment.  

Table 6-4 Heat Capture Ratio (HCR) 

 Liquid Heat Capture Ratio 

 
Air Temp  

Coolant Temp
 25°C 35°C 45°C 

0.2 lpm 

25°C 0.7605 0.7177 0.6702 

35°C 0.808 0.7652 0.7177 

45°C 0.8508 0.808 0.7652 

 
 

 
Air Temp   

Coolant Temp
 25°C 35°C 45°C 

0.4 lpm 

25°C 0.77 0.732 0.6844 

35°C 0.8175 0.77 0.732 

45°C 0.865 0.8175 0.77 
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 Liquid Heat Capture Ratio 

 
Air Temp 

  Coolant Temp 25°C 35°C 45°C 

0.6 lpm 

25°C 0.7842 0.7415 0.6844 

35°C 0.827 0.7842 0.7272 

45°C 0.8698 0.827 0.7842 

 

To quantify the heat captured by the coolant, the CFD model is simulated for various 

inlet temperatures of the coolant and air. Keeping air flowrate constant at 80 CFM for the entire 

server and varying inlet air temperatures, we produced the results tabulated in Table 6-4.  

Case 1, we found that at constant air inlet temperature the heat captured by the coolant 

decreases as the coolant inlet temperature increases. This trend follows for all coolant 

flowrates. Fig. 6-7 shows the trend lines for heat capture ratio at  various coolant flowrates at 

25°C air inlet temperature. This trend follows 35°C and 45°C air inlet temperatures. 

 
Figure 6-7 Heat capture ratio trend lines for varying flowrates 

Similarly, we monitored HCR keeping the coolant inlet temperature constant at 25°C 

and varying the air inlet temperature. We observed, when air inlet temperature increases, the 

HCR increases proportionally. Therefore, from the  observations, we could quantify that heat 
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is exchanged between the fluids when air comes in contact with the cold plates which is causing 

changes in HCR. Generally, we assume that heat dissipated by the CPU is carried away by the 

coolant through the cold plates but, from the study we could observe that the cold plate acts as 

a heat exchanging medium between the fluids. We also observed the max. temperatures at the 

surface of the CPU and PCH heat spreader and found that the cold plates could carry away 

maximum heat dissipated from the CPU and the surface temperatures are much lower than the 

max. allowable junction temperature considering a nominal internal resistance from the die to 

the surface of the heat spreader. Table 6-5 shows one such example comparing the 

experimentally observed junction temperature and CFD model-based results at 25°C air and 

coolant inlet temperature. 

Table 6-5 Experimental  vs CFD results 

 Experimental CFD 

Air & coolant inlet temp 25 C 

Coolant flowrate Air flowrate (CFM) 80 80 

0.4 lpm 

CPU1 Temp (°C) 33.5 37.4 

CPU2 Temp (°C) 36.5 41.5 

PCH Temp (°C) 48 54 

0.6 lpm 

CPU1 Temp (°C) 33.5 36.7 

CPU2 Temp (°C) 36 39.5 

PCH Temp (°C) 49 53.8 

 

6.5 Conclusion 

The present investigation numerically evaluates the heat capture ratio in a hybrid cooled 

server for peak server load and varying inlet temperature for air and liquid. The CFD model of 

a Cisco Series C220 server with direct-to-chip liquid-cooled CPUs was developed. The cold 

plate for the CPU was experimentally characterized for pressure drop and thermal resistance 

characteristics and a black-box model was used for CFD simulations using 25% propylene 

glycol as the coolant. It can be conluded from the results shown above that heat capture ratio 
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of hybrid cooled servers depends mainly on the air and coolant supply temperature. It was 

observed that true heat capture ratio can be obtained only when the air and coolant supply 

temperature is same. In all the other cases it is transfer of heat between two fluids which does 

not represent the true heat captured by liquid. Similarly, it was observed that at any constant 

air supply temperature when the coolant supply temperature was varied, the PCH temperature 

increase with the increase in coolant supply temperature, this is due to heat transfer from the 

cold plate to air before reaching the PCH. Cooling liquid is more cost efficient than cooling air 

at higher temperatures. From this study we could also suggest keeping coolant inlet temperature 

low compared to air inlet temperature allowing heat transfer from air to the coolant. This would 

help in saving energy at CDU or CRAH unit deployed in hybrid cooling environment. 
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Chapter 7 Compact Modeling and Thermal Analysis of Immersion Based 

Hybrid Cooled Server 

Reprinted with permission © 2023 ASME 

7.1 Abstract 

In recent years there has been a phenomenal development in cloud computing, 

networking, virtualization, and storage, which has increased the demand for high performance 

data centers. The demand for higher CPU (Central Processing Unit) performance and 

increasing Thermal Design Power (TDP) trends in the industry needs advanced methods of 

cooling systems that offer high heat transfer capabilities. Maintaining the CPU temperature 

within the specified limitation with air-cooled servers becomes a challenge after a certain TDP 

threshold. Among the equipments used in data centers, energy consumption of a cooling system 

is significantly large and is typically estimated to be over 40% of the total energy consumed. 

Advancements in Dual In-line Memory Modules (DIMMs) and the CPU compatibility led to 

overall higher server power consumption. Recent trends show DIMMs consume up to or above 

20W each and each CPU can support up to 12 DIMM channels. Therefore, in a data center 

where high-power dense compute systems are packed together, it demands efficient cooling 

for the overall server components. In single-phase immersion cooling technology, electronic 

components or servers are typically submerged in a thermally conductive dielectric fluid 

allowing it to dissipate heat from all the electronics. The broader focus of this research is to 

investigate the heat transfer and flow behavior in a 1U air cooled spread core configuration 

server with heat sinks compared to cold plates attached in series in an immersion environment. 

Cold plates have extremely low thermal resistance compared to standard air cooled heatsinks. 

Generally, immersion fluids are dielectric, and fluids used in cold plates are electrically 

conductive which exposes several problems. In this study, we focus only on understanding the 
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thermal and flow behavior, but it is important to address the challenges associated with it. The 

coolant used for cold plate is 25% Propylene Glycol water mixture and the fluid used in the 

tank is a commercially available synthetic dielectric fluid EC-100. A Computational Fluid 

Dynamics (CFD) model is built in such a way that only the CPUs are cooled using cold plates 

and the auxiliary electronic components are cooled by the immersion fluid. A baseline CFD 

model using an air-cooled server with heat sinks is compared to the immersion cold server with 

cold plates attached to the CPU. The server model has a compact model for cold plate 

representing thermal resistance and pressure drop. Results of the study discuss the impact on 

CPU temperatures for various fluid inlet conditions and predict the cooling capability of the 

integrated cold plate in immersion environment. 

7.2 Introduction 

A data center is a facility that centralizes an organization’s shared Information 

Technology operations and equipment for the purposes of storing, processing, and 

disseminating data and applications. The Switches, routers, firewalls, storage systems, servers, 

and controllers make up most of the data center's hardware [1]. As per 2018 study on total 

energy consumption, it is observed that there is a total energy consumption of 205 terawatt of 

energy consumed by the data centers which is 1% of energy consumption worldwide which is 

a total of 6% increase in energy consumption for data centers worldwide [2] and in the 

meantime the computing capacity has increased more than 550% over the time. Out of the total 

electricity consumed by the data center 30-50% is consumed by the IT and cooling equipment 

[3].  

There has been extensive research on improving the cooling capabilities and adopting 

emerging cooling technologies at different levels of data centers. Researchers have explored 

different cooling technologies to address the thermal challenges faced due to the limits of air 
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cooling, the most common approach of cooling the components in a server has been via air 

cooling but with rise in chip power density, air cooling is becoming challenging with increase 

in chip power, the server airflow requirement increases and the power consumption via fans 

and acoustic noise also increases which decreases the cooling efficiency and increases the cost 

of cooling. Alternative cooling technologies are introduced and widely accepted by the industry 

is liquid cooling, in liquid cooling approaches, the components are either cooled via direct or 

indirect liquid cooling. In direct liquid cooling the server is completely immersed in a dielectric 

coolant and the coolant carries the heat, and in indirect liquid cooling approach, it includes cold 

plates placed on the top of the heat generating components [4]. In either type of liquid cooling 

approach, the fan power loads are replaced with lower pumping power [5]. Though being an 

effective solution, the deployment of liquid cooling is challenging and thus should be 

comprehensively considered. The ASHRAE provides guidelines [6] W1-W5 classes of liquid 

cooling based on facility water conditions. As being one of the efficient options to cool high 

heat generating components, hybrid cooling approach where utilizing the cold plates to cool 

the high heat generating components and dielectric coolant for cooling the secondary 

components inside the server can help in lowering the cooling power demands and increase the 

efficiency as the heat transfer coolants will have a higher heat carrying capacity then compared 

to air. 

Several studies have contributed to the understanding and optimization of cooling 

performance in different configurations. Analytical models were developed to investigate split 

flow microchannel liquid-cooled cold plates with flow impingement, aiming to enhance heat 

dissipation [7][8]. Another study focused on determining the thermal performance limits of 

single-phase liquid cooling, using an improved effectiveness cold plate model [9]. Heat sink 

design optimization was explored through the implementation of guided vanes to target 

hotspots in liquid cooling systems [10][11]. A comprehensive CFD analysis examined the 
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impact of various parameters on the heat capture ratio of liquid cooling in a hybrid cooled 

server [12]. Experimental investigations were conducted to assess the effects of design 

modifications on the chassis and ducting of a server [13][14]. Transient studies were performed 

to optimize cooling performance in direct-to-chip liquid cooling at the rack level by 

implementing control strategies [15-17]. These research efforts collectively aimed to enhance 

cooling performance in hybrid cooled servers, combining both air and liquid heat transfer 

fluids. The current study specifically focuses on assessing the impact of using both liquid heat 

transfer coolants in a hybrid cooled server.   

This research focuses on investigating heat transfer and flow behavior in a 1U air-

cooled spread core configuration server with heat sinks compared to cold plates attached in 

series in an immersion environment and aims to understand the capability of cooling high 

power dense components while maintaining the 1U form factor. It also explores the effects of 

targeted coolant delivery in an immersion environment on CPU temperature and this research 

examines the cooling capability of associated electronic components present in the server, such 

as PCH and DIMMs. We also compare the cooling capability of cold plates in an immersion 

environment to that of heat sinks, and aim to predict the effectiveness of adapting cold plates 

over heat sinks. The results provide insights into the impact on CPU case temperatures under 

various fluid inlet conditions, as well as the cooling capability of the integrated cold plates in 

an immersion environment. 

7.3 Server Description 

The server used for the experiment was Cisco M220 M3, designed for performance and 

compute density over a wide range of business workloads from web serving to distributed 

database. The data server has a 1U form factor, 1.75in in height, width 16.92in and depth of 

28.5in. The server consists of two CPUs in spread core configuration, Intel Xeon E5-M2600 
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and ME5-2600 processor with a Thermal Design Power (TDP) of 115 Watts. The server 

supports 16 DDR4 DIMMs, up to 8 drives and 2 x 1 GbE LAN-on-motherboard (LOM) ports 

delivering outstanding levels of density and performance in a compact 1U package. Figure 7-

1 shows the server retrofitted with cold plates. 

 
Figure 7-1 Server retrofitted with cold plates. 

The server has five 40 mm counter rotating fans, which were removed to adapt 

immersion cooled environment. The server is equipped with a copper heatsink for air cooling 

solution. It was later retrofitted with Asetek cold plates for the study. In immersion cooling the 

entire server is submerged completely in a thermally conductive dielectric fluid and the heat is 

removed through natural or forced convection from the electronic components in the server.  

Generally, immersion cooled systems use optimized heat sinks based on the fluid’s 

thermo-mechanical properties to dissipate heat from high power consuming components such 

as CPUs and GPUs. With the rise in power density over the years, heat sinks do not satisfy the 

relative power dissipation from the electronics for the desired form factor of the servers. 

Associated components such as DIMMs, HDDs and other chipsets like Platform Control Hub 

(PCH) consume proportionally higher power which poses a challenge for air cooling systems 

to work efficiently. 
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Figure 7-2 CFD model of a 1U server 

7.4 CFD Model 

A detailed CFD model of the server is shown in Figure 7-2. The CFD model has all the 

heat generating and flow impeding components including CPUs, DIMMs, Chipsets, cold 

plates, power supply unit, PCH, HDDs and baffles for cable routing. The CFD model was 

created using commercially available software, 6SigmaET, Future Facilities. For the baseline 

study and validation, an air-cooled hybrid server was modeled. A commercially available 

synthetic dielectric fluid EC-100 compatible for immersion cooling was used as the immersion 

coolant; it has good heat transfer properties with no/minimal risk of corrosion. A water-based 

coolant, PG25 (25% Propylene Glycol) was used for the cold plate as the heat transfer medium. 

Table 7-1 Critical heat generating components. 

Heat dissipating 

components 
Qty Power per Qty (W) 

CPU 2 115 

DIMMs 16 4 

HDD 8 1.5 

PCH 1 7 
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The specifications of critical heat generating components in the server are shown in 

Table 7-1. Figure 7-3 shows the flow network diagram attached to the two, 3D compact cold 

plate in series connection using the same CFD software. 

 
Figure 7-3 Flow network model for cold plates 

Mesh Sensitivity analysis is performed to ensure that the model is independent of the 

grid count. The grid count considered is 2-7 million grid counts with the inlet flow rate at 0.6 

lpm at the cold plate and 80 CFM at the server, inlet temperature at 25°C, and the front and 

rear end open to the environment. The optimum grid was decided at approximately 4.36 million 

cells for the baseline model to have an acceptable result (less than 5% variation). 

 
 

Figure 7-4 Mesh Sensitivity Analysis 
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The cold plate was experimentally characterized using PG-25 as the coolant. The 

pressure drop across the cold plate was measured using calibrated pressure sensors and thermal 

resistance from chip to coolant was calculated using the below equation (1). 

𝑅𝑡ℎ =
(𝑇𝑗−𝑇𝑖𝑛𝑙𝑒𝑡)

𝑄
       (℃/𝑊)                                      (1) 

Where Q is the heat dissipated by the CPU under max. utilization, Tj is the junction 

temperature of the component and Tinlet is the coolant inlet temperature. Figure 7-5 shows the 

thermal resistance for the cold plate at different coolant flow rates respectively. The cold plate 

was over-designed for water-based fluids for this specific CPU model which is why we observe 

very low thermal resistance at low flowrates. 

 

Figure 7-5Thermal resistance for the cold plate at various coolant inlet temperature and flowrate 

Flow resistance is the difference between the measured values of pressure using 

pressure transducers placed at the inlet and outlet of the cold plate.  
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Figure 7-6 Pressure drop for the cold plate. 

Figure 7-6 shows the pressure drop for the cold plate at different coolant flow rates 

respectively. Thermal resistance and pressure drop curves are set as compact cold plate 

characteristics in the flow network model in CFD. 

An experimental study of server at various coolant flow rates was performed at constant 

air inlet temperature and flow rate and compared with the CFD results. The computational 

model was simulated for fluid inlet temperatures of 25 ⁰C 35 ºC and 45 ºC at 115 W of TDP at 

various flow rates. The CFD model was validated with less than 3% error comparing the 

average junction temperatures and average air exit temperature from CFD and experiment. 

Table 2 shows the CFD model validation. 

7.5 Test Cases 

Simulations were run with various air inlet temperatures at fixed flow rates as well as 

various immersion fluid temperatures. Later, cooling capability for CPUs, PCH and DIMMs 

were calculated and compared. 
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7.5.1 Immersion Hybrid Cooling  

The model was set up in such a way that the server was submerged vertically in the 

tank. Simulations were run with EC100 at various temperatures 25⁰C, 35⁰C, 45⁰C in natural 

convection environment. The cold plate coolant inlet temperature was also varied 25⁰C, 35⁰C, 

45⁰C at fixed flow rate at 0.6 LPM. Convective heat transfer from the cold plate to immersion 

cooled environment is quantified and compared with air cooled server to evaluate the cooling 

capability at CPU, PCH and DIMMs. 

7.5.2 Boundary Conditions 

Simulations were run in sets of 3 keeping the air inlet temperature constant and varying 

cold plate coolant inlet temperature, air flow rate across the servers were kept constant 

(maximum fan speed speed) throughout all tests. The coolant flow rate for cold plates was also 

fixed at 0.6 lpm for all the test cases. Table 7-2 shows the boundary conditions for all the test 

cases. Similarly, for immersion hybrid scenario, the immersion fluid was varied while keeping 

the inlet and outlet of the server in a tank configuration. 

Table 7-2 Boundary Conditions for all Test Cases 

Boundary conditions for Air/Immersion hybrid server 

Air Inlet Temperature 25⁰C, 35⁰C, 45⁰C 

Air Flow Rate 80 cfm (max.) 

PG-25 Inlet Temperature 25⁰C, 35⁰C, 45⁰C 

Cold Plate liquid Flow Rate 0.6 lpm (fixed) 

EC100 Immersion Tank Temperature 25⁰C, 35⁰C, 45⁰C 

 

7.5.3 Flow Pattern 

Flow patterns were observed for Air hybrid and Immersion hybrid cases when set to 

different inlet temperatures and fixed boundary conditions. As discussed in test cases the Air 

flow is set to max fan speed which is 16 W per fan (total 5 fans), the server is placed 
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horizontally hence the gravity is in negative Y direction. Figure 7-7 shows the simulated flow 

pattern for an Air hybrid cooled server and immersion hybrid server. The velocity of air flow 

throughout the server is uniform unlike the immersion fluid velocity which changes based on 

the natural convection from the heat dissipating components. 

 
(a)                                              (b) 

 

Figure 7-7 (a) Air hybrid server (b) Immersion hybrid server 

7.6 Results and Observations 

The simulation results showed that in air environment the PCH temperatures were high 

when compared to immersion fluid environment even at high fluid temperatures which is 

obvious because the heat transfer capacity of the immersion fluid is much higher than air. Even 

when there is a change in cold plate inlet temperature, the PCH temperature remains consistent 

in the immersion fluid environment, whereas in the air environment we observed at about 2°C 

rise in temperature at increasing cold plate inlet temperature. The approach air temperature at 

the PCH kept increasing since the PCH is at the downstream of the DIMMs and there was 
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additional heat dissipation from the server fans. Whereas the approach temperature at the PCH 

was constant in immersion environment. Therefore, PCH cooling capability in an immersion 

cooled environment increases compared to air, provided heat sink geometry is optimized 

accordingly. 

 
Figure 7-8 PCH temperature vs Air and Immersion server inlet temperatures 

DIMM temperatures in both air and immersion environment were compared and the 

results showed that in air environment, the DIMM temperatures were high when compared to 

immersion fluid environment which was again an obvious observation as mentioned earlier. 

Even when there was a change in cold plate inlet temperature the DIMM temperature remains 

consistent in both air and immersion fluid environment. 

 
Figure 7-9 DIMM temperature vs Air and Immersion server inlet temperatures 
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Moreover, the max. DIMM temperature occurs at a localized area in the server due to 

the insufficient air flow between the DIMMS. This is attributed to the server design and fan 

placement. The air flow through the middle DIMM bank with 16 DIMMs (in between the 

CPUs) is comparatively lower since it is provisioned by one 40 mm counter rotating (CR) fan 

while the rest of the DIMM banks with 8 DIMMs each are provisioned with two fans each and 

baffling for the CPU. 

CPU Temperature for both air and immersion environment were compared for various 

cold plate and server inlet temperatures. Since we have cold plates in both the environments, 

we see increase in CPU temperatures in both the cases as cold plate inlet temperature increases 

(proportionally), but there is a slight temperature drop of about 3°C to 4°C at the CPUs in case 

of immersion environment since percentage of convection at the cold plate surface is higher in 

immersion environment compared to air. This gives extra room to increase the TDP of the CPU 

in the immersion environment. 

 
Figure 7-10 CPU temperature vs Air and Immersion server inlet temperatures 

7.7 Cooling Capability Predictions 

The cooling capability of individual electronic components in various environments is 

calculated using the equation (2) given below. Q is the amount of cooling/power consumption 
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is the thermal throttling temperature for electronic chips. Usually, commercially available 

CPUs throttle at/above 85°C after which the CPU performance drops due to insufficient cooling 

provided. Similarly, the DIMMs change refresh cycles after reaching at or above 80°C. 

Therefore, it is necessary to design the cooling system to support the throttling limits of the 

electronics. In this section, we compared three cases: 1. Cold plate in air environment. 2. Cold 

plate in immersion environment. 3. Heatsink in immersion environment. 

𝐶𝑜𝑜𝑙𝑖𝑛𝑔 𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑄) =
(𝑇𝑇𝑇 −𝑇𝑖𝑛)

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑅𝑡ℎ) 
            (2) 

 
 

Figure 7-11 DIMM cooling capability 

 
 

Figure 7-12 CPU cooling capability 
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There are certain limitations for the predictions made above: 

⮚ The form factor of the server was assumed to be same 

⮚ The cold plate thermal resistance and pressure drop were assumed to have the same 

characteristics. Hence these predictions can be  used to follow the capability trends for further 

investigations on the cooling system design. 

⮚ Cooling capability analysis was done for this specific design of the server. 

It was observed, for all the components the immersion-hybrid cooling environment has 

the best cooling capability prediction when compared to other methods of cooling. Moreover, 

in the case of targeted liquid delivery without temperature control, CPU temperatures are lower 

in cold plate-based models compared to heat sink models, even when both tank and cold plate 

inlet temperatures are the same. Close observation on CPU temperature shows 2°C to 9°C 

temperature variations when comparing heatsink based and cold plate immersion cooling 

model obviously due to higher heat transfer due through forced convection at the cold plates. 

In the case of targeted liquid delivery with temperature control CPU temperatures can 

individually be optimized based on coolant inlet temperature. This opens the 

opportunity/potential for precision control using cold plates in high performance computing 

systems. However, the true cooling capability (air-hybrid model) might be slightly higher than 

the reported values since it was calculated based on the max. DIMM and CPU temperatures 

which might differ based on the server design and fan placements. Moreover, the average 

DIMM temperature was found to be 4 ~5°C lower than the max. DIMM temperature. 

7.8 Conclusion 

Single-phase immersion cooling has proven to be more efficient than air cooling of data 

centers according to several research and case studies in the electronic cooling industry. In 

addition to being more efficient than air cooling, the servers are cut-off from the external 
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environment and air contamination as seen in air cooling is completely taken aback. Although 

immersion cooling has its own reliability risks, the author believes there are risk mitigation 

strategies being researched which help in increasing the reliability of immersion cooling. The 

power density of the servers can be increased by reducing/maintaining the same form factor of 

the server using immersion cooling techniques. In this study, it is observed that Immersion 

Hybrid cooling has a better impact on all the component temperatures while keeping the power 

consumption minimum compared to air hybrid cooling (fans consuming roughly 20% of the 

server power). Cooling capability predictions show the amount of cooling/power consumption 

that can be provided to the components for the same form factor using the same fluid properties. 
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Chapter 8 Parametric Multi-Objective Optimization of Cold Plate for 

Single-Phase Immersion Cooling 

Reprinted with permission © 2023 ASME 

8.1 Abstract 

The increasing demand for high-performance computing in applications such as the 

Internet of Things, Deep Learning, Big data for crypto-mining, virtual reality, healthcare 

research on genomic sequencing, cancer treatment, etc. have led to the growth of hyperscale 

data centers. To meet the cooling energy demands of HPC datacenters efficient cooling 

technologies must be adopted. Traditional air cooling, direct-to-chip liquid cooling, and 

immersion are some of those methods. Among all, Liquid cooling is superior compared to 

various air-cooling methods in terms of energy consumption. Direct on-chip cooling using cold 

plate technology is one such method used in removing heat from high-power electronic 

components such as CPUs and GPUs in a broader sense. Over the years Thermal Design Power 

(TDP) is rapidly increasing and will continue to increase in the coming years for not only CPUs 

and GPUs but also associated electronic components like DRAMs, Platform Control Hub 

(PCH), and other I/O chipsets on a typical server board. Therefore, unlike air hybrid cooling 

which uses liquid for cold plates and air as the secondary medium of cooling the associated 

electronics, we foresee using immersion-based fluids to cool the rest of the electronics in the 

server. The broader focus of this research is to study the effects of adopting immersion cooling, 

with integrated cold plates for high-performance systems. Although there are several other 

factors involved in the study, the focus of this paper will be the optimization of cold plate 

microchannels for immersion-based fluids in an immersion-cooled environment. Since 

immersion fluids are dielectric and the fluids used in cold plates are conductive, it exposes us 

to a major risk of leakage into the tank and short-circuiting the electronics. Therefore, we 
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propose using the immersed fluid to pump into the cold plate. However, it leads to a suspicion 

of poor thermal performance and associated pumping power due to the difference in viscosity 

and other fluid properties. To address the thermal and flow performance, the objective is to 

optimize the cold plate microchannel fin parameters based on thermal and flow performance 

by evaluating thermal resistance and pressure drop across the cold plate. The detailed CFD 

model and optimization of the cold plate were done using Ansys Icepak and Ansys OptiSLang 

respectively. 

8.2 Introduction 

A data center is a physical facility where organizations store their critical applications 

and data. The design of a data center is built on a network of computing and storage resources 

that allow the delivery of shared applications and data. In the AI era, deep Learning, machine 

learning, and big data need enormous amounts of CPU power and computing resources. This 

implies that a large number of high-performance processors, such as high-performance CPUs, 

GPUs, FPGAs, and ASIC devices are required [1]. Due to the limitations of air cooling in 

dissipating growing power densities in servers, researchers have been driven to seek newer and 

more effective cooling alternatives [2-8]. The next radical change in the thermal management 

of data centers is to shift from conventional cooling methods like air cooling to direct liquid 

cooling (DLC) [2-8]. 

Submerging servers and IT equipment in a dielectric medium for cooling results in 

significant energy savings due to the high energy loads and density. Its heat capacity per 

volume is 1120–1400 times that of air [9]. Furthermore, the rack density as a function of Power 

Usage Effectiveness (PUE) shows that the rack power density for single-phase immersion 

cooling is nearly three times greater than for air cooling. While a conventional air-cooled 

system has a PUE of about 1.5, immersion cooling has a PUE of about 1.07, meaning a 36% 
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reduction in power usage when employing immersion cooling [10]. The single-phase 

immersion cooling uses a dielectric fluid that helps in dissipating much higher heat from the 

components of the server. Some of its advantages include a high heat transfer coefficient, stable 

hydrodynamic flow, and the ability to directly cool hot components using the fluid. In single-

phase immersion cooling, there is no phase change phenomenon, and the server along with its 

electronic components is immersed completely in the dielectric fluid. The heat transferred from 

the server components to the tank is cooled using an external heat exchanger or a coolant 

distribution unit (CDU) and finally discharged to the ambient through the primary side cooling 

units [11]. 

Thus, liquid cooling can assist to boost performance per watt while cutting total energy 

use [12-14]. A heat exchanger dumps the heat collected from the server modules to the facility 

water in a typical liquid-cooled data center server rack that utilizes a warm water direct liquid 

cooling system (DLCS). The heat exchanger's primary and secondary loops are the building 

facility water loop and the coolant loop to the server manifolds. The secondary loop coolant is 

routed through manifolds to cold plates, which are mounted on processor chips in individual 

servers with the thermal interface material (TIM) at the interface between the processor chips 

and the cold plates. The heat transfer coefficient ‘h’ between the entering coolant and the 

channel determines the amount of heat that can be taken up by the coolant going through the 

cold plate [15]. 

This paper focuses on the application of single-phase liquid immersion cooling along 

with a cold plate for high heat flux components. The cold plates typically have thin fin 

microchannels which transfer the heat from surfaces with high heat load to the fluid used in the 

system. It has two connectors at the end for the inlet and outlet flow. The fluid flows inside the 

cold plate, through the microchannels removing heat from the source. A baseline numerical 

model was created in Ansys Icepak with a cold plate attached to a heater with the whole setup 
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immersed in a dielectric fluid. The same dielectric fluid is pumped through the cold plate as 

well. The baseline cold plate model was parametrically optimized for immersion cooling using 

ANSYS OPTISLANG with the fin spacings, fin thickness, and fin height as the variable 

parameters. 

8.3 Computational model and experimental validation 

The cold plates are designed to suit each of the CPUs or GPUs in a server arrangement. 

A commercially available cold plate of overall dimensions – 110 mm x 85 mm x 41 mm, and 

with a base of - 55 mm x 55 mm x 4.5 mm, was chosen for this study. The CFD model of the 

server and cold plate setup is shown in Fig. 8-1. 

 

 
 

Figure 8-1 MODEL OF COLD PLATE & STACK-UP OF THE COLD PLATE ON THE HEATER. 
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The detailed CFD model of the cold plate was created using Ansys Icepak. The model 

stack-up consists of a ceramic heater (50 mm x 50 mm x 3 mm) simulating the heat load of an 

electronic chip CPU placed on top of a PCB. The fin thickness of the original cold plate was 

0.2 mm, and the height was 3mm. A commercially available immersion cooling-specific 

Indium Heat-spring TIM (50 mm x 50 mm x 0.3 mm) was used as the interface material 

between the heater and the cold plate, and its thermal conductivity is 8 W/mK (calculated based 

on the data provided by vendor) which is slightly higher than the commonly used thermal 

grease. The cold plate was attached to the heater with a torque of 8 lbf-ft force which creates 

optimum contact and better heat transfer. The heater and cold plate setup are kept inside the 

domain containing immersion fluid. EC-100 is used as the dielectric coolant as that has high 

thermal conductivity and is compatible with components of the server with no or minimal risk 

of corrosion and has low GWP. 

Table 8-1 ELECTROCOOL (EC) 100 THERMO-MECHANICAL PROPERTIES 

 
 

The heater was assumed to represent a high-performance CPU that could reach a very 

high operating temperature during operation. Various sets of simulation were performed to 
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validate the thermal resistance and pressure drop across the cold plate and use the data to 

optimize the cold plate design for immersion-based fluids to integrate the cold plate in 

immersion cooling. The boundary conditions were set as shown in Table 8-2. 

Table 8-2  BOUNDARY CONDITIONS 

Boundary Conditions 

Coolant Inlet Temperature 40°C 

Coolant Type EC-100 

Coolant Flowrates 3 lpm 

Heater Power 400 W 

Server Flow Natural Convection 

Experimental Procedure 

✓ A benchtop setup is created which consists of a set of sensors and other equipment. The 

detailed list and specifications of each of the components are given in Table 3. 

✓ The initial experiment was performed with PG-25 (Direct-on chip coolant) and later EC-

100 immersion fluid was used to perform and validate the experiment. 

✓ First add some amount of the coolant to the reservoir and run the pump for some time so 

that the loop is rinsed with the coolant and any external particles and contaminants are 

removed from the loop and the associated components. 

✓ After a few runs, remove the liquid from the loop and use fresh coolant fluid to perform the 

actual experiment. 

✓ Run the pump at a higher flow rate for a few minutes and make sure all air-bubbles are 

removed from the loop and there is proper flow of the fluid. 

✓ Switch on the DAQ and make sure the temperature, pressure and flow rate readings are 

recorded and monitor the feedback. 

✓ The supply voltage to the pump can be adjusted so that the flow rate can be controlled and 

maintained in the desired value. 
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✓ Switch on the chiller unit connected to the heat exchanger and set the desired inlet 

temperature. 

✓ Gently power up the heater in a slowly increasing pace and set it to desired power 

(experiment set TDP) 

✓ Frequent monitoring of data is needed to make sure that the heater does not go to a higher 

temperature than expected. 

✓ Once the entire system is in a stable condition start collecting the data and store it in the 

local PC using DAQ 

✓ After the desired amount of time, and reliable amount of data is collected, change the 

parameters, and repeat the experiment. 

Table 8-3 List of Equipments 

Sl. No Details Image Specification 

1 
In-Line 

Strainer 

 

  

50um Mesh (SS) 

Material Housing – 

polypropylene 

Bowl material - Nylon 

 

2 

Gear Pump 

SEAFLO 

(SFGP1-032-

003-01) 

 

 

Power source – 12V DC 

Max Flow rate – 12 lpm 

Max Head – 3m 

Material – plastic 

 

3 
Thermistor 

10k sensor 
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4 

Pressure 

Sensor 

GP-M001 

 

 

 

Range - -14.5 to 145 PSI 

Medium temperature - -20 to 

+100°C 

Power voltage – 10-30V DC 

Material - SS304 

 

5 

Clamp-on 

Micro Flow 

Sensor 

 

Flow rate – 0.083lpm to 5 lpm 

Temp range - -40°C to 80°C 

Max pressure - 145psi 

Accuracy - +/- 1% 

Material – Pa66 + GF/PPs 

 

6 

Power supply 

E3642A 

 

 

 

Output range – 30 to 100W 

Low range 0 to 30V/2.2A 

High range 0 to 60V /1.3A 

 

7 
Agilent DAQ 

Unit 

 

 

2-wired 22 channel inputs 

20 voltage inputs 

Two current inputs 

 

8 
Heat 

Exchanger 
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Figure 8-2 Experimental Setup 

The above image shows the experimental setup in the EMNSPC Research Facility. The 

system relates to temperature, pressure and flow sensors as shown and data is collected. All the 

components are marked in the image as listed in Table 8-3. 

To validate the CFD model, experimental data was collected for 400 W heater power 

with 3 sets of inlet temperatures as 25°C, 35°C and 45°C and a combination of different flow 

rates - 0.5 lpm, 1.0 lpm, 1.5 lpm, 2.0 lpm, 2.5 lpm & 3.0 lpm. EC100 coolant was used for 

experiments and validation. Figure 8-3 shows the schematic of the experimental setup. 

 
Figure 8-3 EXPERIMENTAL SETUP SCHEMATIC 



110 

 

 

Figure 8-4 Heater temperature - EC100 vs PG25 

From the experiment comparing the heater temperature at fixed inlet conditions for 

EC100 and PG25 (Figure 8-4) we can see that the thermal performance of EC100 is not as 

good as water-based coolants which are generally used in cold plates due to its lower heat 

transfer capacity. The properties and data values of these immersion fluids are obtained from 

industry, and these are used for simulations and comparison. Using these details, the 

experiments are done, and the physics is observed. 

The model validation is shown in Fig. 8-5. Heater temperature was monitored for the 

same coolant inlet temperature and different flow rates. The experiments were conducted while 

the cold plate was in an air environment and the CFD model was validated with the same 

boundary conditions. The validated model was used to simulate the immersion fluid EC100 

using OptiSLang to optimize the fin parameters (fin spacing, fin height, fin thickness) for the 

given boundary conditions. 
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Figure 8-5 MODEL VALIDATION PLOT - HEATER TEMPERATURE VS. FLOW RATE 

Table 8-4 VARIABLE INPUT PARAMETERS 

Design Points for fin geometry 

No Height Thickness Spacing 

1 3 0.2 0.3 

2 4 0.6 0.65 

3 5 1.0 1 

4  1.4  

Step Size 1 0.4 0.35 

Total Discrete Values 3 4 3 

Total No. of Design Points  = 3*4*3 =  36 

 

To optimize the fin parameters for the given inlet boundary conditions a set of 36 

combinations were chosen as shown in table 8-4. Three different values of fin heights and three 

different values of fin spacing with four distinct values of fin thickness are derived for the 

optimization variables. All the combinations models were simulated using Ansys Icepak 

coupled with Ansys OptiSLang to compare and get the optimized cold plate fin parameters. 

The results are compared, and the best combination is derived. Fig 8-6, 8-7 show the 

temperature contours for the baseline model. 
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Figure 8-6: Temperature contour of cold plate fins 

 

Figure 8-7 Temperature contour at X-Plane 

8.4 Results and Observation 

8.4.1 Thermal performance 

Fig. 8-8 shows thermal resistance as a function of fin thickness for different fin spacings 

at a fixed fin height of 3 mm. It was observed that the thermal resistance decreases as the fin 

thickness increases and this trend was observed for all fin spacings. Moreover, it is to be noted 

that the thermal resistance decreases as the fin spacings are increased. The fact that single-

phase immersion fluids have higher viscosity can be attributed to the observation of decreasing 

thermal resistance with increased fin spacing as higher fin spacing, allows the viscous fluid to 

pass through the channel with ease preventing choking of the fluid at the channels. The decrease 

in thermal resistance with an increasing fin thickness was because of increased conduction heat 
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transfer to the fins. These two reasons can be attributed to the reason why single-phase 

immersion heat sinks have higher pitch and fin thickness. 

 
Figure 8-8 THERMAL RESISTANCE VS. FIN THICKNESS FOR DIFFERENT FIN SPACING (FS) AT 

A FIXED FIN HEIGHT OF 3 MM 

 

Figure 8-9 THERMAL RESISTANCE VS. FIN THICKNESS FOR DIFFERENT FIN SPACING (FS) AT 

A FIXED FIN HEIGHT OF 4 MM 
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Figure 8-10 THERMAL RESISTANCE VS. FIN THICKNESS FOR DIFFERENT FIN SPACING (FS) 

AT A FIXED FIN HEIGHT OF 5 MM 

It was observed that the trend from Fig.-8-8 can be seen in Fig.8-9 and Fig.8-10 which 

show the thermal resistance as a function of fin thickness and fin spacing with fin height lengths 

of 4 mm and 5 mm respectively.   

 
Figure 8-11 THERMAL RESISTANCE VS. FIN HEIGHT FOR DIFFERENT FIN THICKNESSES AT A 

FIXED FIN SPACING OF 1 MM 
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The above figure shows the thermal resistance vs fin height and fin thickness for a fixed 

fin spacing of 1mm and it was observed that the thermal resistance at the cold plate reduces 

when fin height increases, this is due to an increase in heat transfer surface area as the fin height 

increases thus enhancing the convection heat transfer mechanism. 

8.4.2 Flow performance 

The pressure drops across the cold plate as a function of fin thickness and fin spacing 

is shown in Fig.8-12. It can be seen that the pressure drop at the cold plate reduces dramatically 

when fin spacing increases (a maximum reduction of ~ 80% was observed). The fin thickness 

and fin height do not seem to affect the pressure drop significantly. The Coefficient of 

Prognosis (COP) matrix in Fig 8-13 forecasts the quality of the regression model for prognosis. 

This shows the change in pressure at the inlet and outlet of the cold plate with varying fin 

thickness, height, and spacing. 

 

Figure 8-12 PRESSURE DROP ACROSS THE COLD PLATE AS A FUNCTION OF FIN THICKNESS 

AND FIN SPACING 
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Figure 8-13 COP MATRIX OF RESULTS 

Optimized Cold Plate: 

From the 36 combinations of fin thickness, fin spacings, and fin heights the optimized 

cold plate was chosen which had the least thermal resistance. A comparison of the fin 

dimensions/ parameters of the optimized cold plate and the baseline cold plate used for 

optimization are shown in TABLE 8-5. As discussed in the thermal performance section 

previously it can be seen that an immersion-optimized cold plate’s fins have higher spacing 

(owing to the viscous fluid), and higher fin thickness (to increase the conduction heat transfer 

to the fins).   

Table 8-5 FIN PARAMETERS OF BASELINE COLD PLATE VS OPTIMIZED COLD PLATE 

Variables Baseline Cold plate Optimized Cold plate 

Fin Spacing 0.3 mm 1.0 mm 

Fin Height 3.0 mm 5.0 mm 

Fin Thickness 0.2 mm 1.4 mm 

 

TABLE 8-6 shows the thermal performance of the baseline cold plate and the optimized 

cold plate. It was observed that the thermal resistance of the optimized cold plate was 0.025 

°C/W. 
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Table 8-6 RTH FOR SAME BOUNDARY CONDITIONS 

Parameters Baseline Cold Plate Optimized Cold Plate 

Heater Temperature (°C) 72 62 

Inlet Fluid Temp (°C) 40 40 

Δ T 32 37 

Q  (W) 400 400 

Rth (°C/W) 0.08 0.025 

8.5 Conclusion 

Also, with increasing edge deployments and expansion of 5G, immersion tanks 

operating at elevated ambient temperatures will be useful owing to simple cooling 

infrastructure and high heat capture capabilities. The major challenge in using cold plates in 

immersion tank environment is to set up the coolant delivery to the micro channels which 

involves internal pumps that supply the cold fluid from the tank directly to the cold plate. This 

adds on to additional power consumption which is a major trade-off with the heat transfer 

performance compared to heat sinks. Several conclusions drawn from the study are as follows: 

• Using cold plates in an immersion-cooled environment, the heat transfer from the cold 

plate to the environment also contributes to enhanced heat transfer capability in cold plates. 

• Optimization of cold plate fin geometries or heatsinks is purely based on the heat flux 

of the component and the thermo-mechanical properties of the fluid 

• Immersion cooling supports provisioning even higher powered associated electronic 

components such as DIMMs 
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Chapter 9 Fluid based optimization scheme for heat sinks in  

single-phase immersion cooling under natural convection 

9.1 Introduction 

Data centers have swiftly evolved into a foundational pillar of contemporary 

economies, owing to the emergence of transformative technologies such as cloud computing, 

online media, social networking, as well as advancements in Artificial Intelligence (AI) and 

Machine Learning. Notably, prevailing statistics on active internet users reveal that 

approximately 5 billion users engage with online platforms at any given moment, thereby 

underscoring the substantial reliance placed upon network servers and data centers [1]. 

Although the escalation of data center energy consumption has been mitigated by the 

implementation of efficient IT equipment [2], the trajectory of growth persists on an upward 

trajectory annually. Nevertheless, the capacity of enhancements in cooling and energy 

efficiency to effectively counterbalance the rapid expansion of computational workloads 

remains uncertain [3]. Remarkably, power densities within conventional data centers can range 

from 15 to 100 times greater than those observed in generic commercial edifices [4]. The 

escalation in this demand also carries consequential environmental implications, including 

amplified greenhouse gas emissions and elevated utilization of water resources, both through 

direct and indirect avenues [5]. 

Over the preceding decade, the augmentation in energy requisites and processor power 

densities, driven by heightened processing demands, has constrained conventional air-cooling 

techniques to cater primarily to processors with more restrained Thermal Design Power (TDP) 

limits. In response to escalating energy consumption and the escalating intricacy of thermal 

management challenges, a spectrum of approaches has been suggested by researchers to 

ameliorate thermal performance [6,7]. These strategies encompass endeavors to amplify energy 
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conservation by employing alternative operational methodologies for extant cooling techniques 

[8,9], as well as the integration of liquid-based cooling technologies [10, 11]. 

Among the array of liquid-cooling methodologies, the Single-Phase Immersion Cooling 

technique distinguishes itself due to its facile implementation, economical deployment of 

dielectric fluids, and the simplicity of its cooling infrastructure [12]. Many of the prevailing 

proprietary cooling solutions have validated the efficacy of single-phase immersion cooling 

through attributes such as diminished Power Usage Effectiveness (PUE) values and heightened 

dependability of server components [13,14]. A primary, direct advantage offered by the 

comprehensive submersion of servers within dielectric fluids lies in the severance of server 

components from hostile environments, encompassing gaseous contaminants. This, in turn, 

mitigates failures arising from fan vibrations and obviates the necessity for cooling peripheral 

components, given that thermally elevated constituents are in direct interaction with the 

coolant. While immersion cooling presents pronounced benefits in comparison to air-cooling, 

it mandates meticulous contemplation of both thermal and non-thermal design aspects when 

applied to air-cooled hardware. 

To illustrate, in the context of immersing air-cooled hardware, certain imperatives come 

to the forefront: the extraction of fans from the server configuration, the hermetic sealing of 

hard drives, the resolution of material compatibility concerns, and the optimization of heat sink 

design. These aforementioned considerations constitute the focal point of inquiry in the present 

study. 

To consistently attain dependable and optimal functionality from both Central 

Processing Units (CPUs) and Graphics Processing Units (GPUs) within immersion cooling 

setups, it becomes imperative to employ an optimized heat sink, diverging from the use of 

conventional air-cooled heat sinks. Extensive investigations into the optimization of parallel 
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plate-fin heat sinks have been conducted, encompassing not only the refinement of geometric 

attributes [15, 16], but also the examination from both single and multi-objective optimization 

perspectives [17, 18]. Critical geometric parameters such as fin spacing, fin thickness, base 

thickness, and fin count play a pivotal role in maximizing the thermal efficacy of both the heat 

sink and the processors themselves. The current body of literature demonstrates an increasing 

proliferation of research endeavors related to heat sink optimization across both air-cooled and 

liquid-cooled systems, employing diverse computational fluid dynamics (CFD)-based and 

analytical methodologies. 

Chen and Chen, for instance, employed a multi-objective, innovative direction-based 

algorithm to optimize plate-fin heat sinks in conjunction with an impingement fan, utilizing a 

commercially available Multiphysics tool [19]. The outcome of this optimization process 

revealed heightened heat transfer performance coupled with reduced weight in the optimized 

parallel plate heat sink configuration. Additionally, methodologies grounded in fuzzy logic 

have been harnessed to quantitatively assess the impact of heat sink design parameters on 

thermal efficiency [20]. Experimental investigations targeted design parameters of pin-fin heat 

sinks, encompassing aspects such as fin spacing, pin-fin diameter, and height. Subsequently, 

Analysis of Variance (ANOVA) was harnessed to explore the influence of these design 

parameters on critical heat sink attributes including thermal resistance, pressure drop, and 

average heat transfer coefficient. 

In a distinct vein, Chaing and Chang leveraged the Response Surface Method (RSM) 

to achieve optimum design parameters for pin-fin heat sinks, thereby attaining elevated thermal 

performance [21]. The quest for minimizing entropy generation rate as a designated objective 

function was undertaken by Chen and colleagues [22]. To this end, they optimized a plate-fin 

heat sink for CPU usage by employing a coded genetic algorithm, thus identifying the optimal 

design parameters for the heat sink. Addressing diverse objective functions, Devi et al. 
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employed a Taguchi-based non-gradient method to minimize three distinct objective 

functions—namely, radiation emission, thermal resistance, and heat sink mass [23]. 

Nonetheless, the existing body of research exhibits a marked generality in terms of the 

applicability of heat sink configurations. To the authors' knowledge, no study within the current 

literature has addressed the optimization of heat sinks with a focus on accommodating the 

diverse thermophysical properties of immersion fluids within immersion-cooled server systems 

that rely on natural convection cooling.  

Drawing from Kim et al. (2013) [24] and the base specifications elucidated by Intel 

within the Open Compute Project (OCP) forum [25], the governing equations underpinning the 

phenomena of conduction and natural convection across the heat sink fins are provided below. 

It is important to note that the OCP publication extensively deliberates on the assessment of 

diverse fluids through a figure of merit, crucial for ascertaining the natural convection 

attributes, grounded upon the distinctive fluid properties at specific temperatures.  

In light of this, a clear demarcation can be established between the variables contingent 

upon fluid characteristics and the design parameters intrinsic to the heat sink configuration. 

This present study is primarily dedicated to forging connections between these factors, with 

the ultimate objective of promptly predicting the attributes of the heat sink predicated upon the 

designated fluid properties. 
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This investigation seeks to meticulously explore various permutations of design 

parameters and objective functions, specifically targeting the optimization of a parallel plate-

fin heat sink tailored for employment in immersion cooling scenarios. A Computational Fluid 

Dynamics (CFD) model of the server was developed using ANSYS Icepak, with validation 

against experimental data from a previously published work, thereby confirming the thermal 

performance accuracy of the model. 

Preliminary Computational Fluid Dynamics (CFD) simulations were executed with the 

heat sink submerged within a range of dielectric fluids, specifically PAO6, EC-100, EC110, 

and EC120 [26]. These selections were deliberate, as these fluids were chosen due to the 

congruent manner in which most temperature-dependent properties fluctuate, with the notable 

exception of fluid viscosity as shown in Figure 9-1.  

 

Figure 9-1 Viscosity Vs Fluid Temperature 

Typically, the comprehensive dimensions of a heat sink are typically governed by the 

intricacies of server design, the positioning of the CPU, and the configuration of the CPU 

socket. In alignment with the tenets of this investigation, we have adhered to a fixed 
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specification for the length, width, overall height, and base height dimensions. This 

specification closely adheres to Intel's established reference design for Icelake CPUs. Through 

systematic modifications to the heat sink fin thickness, fin count, fin height (H), and base 

thickness, diverse combinations were examined while keeping the total thermal power (TTV) 

constant. By defining a spectrum of values for these heat sink design parameters within Icepak, 

a Design of Experiment (DOE) was established, predicated on the parameter range. 

Subsequently, these designated design points were iteratively solved, leading to the generation 

of response surfaces as well as plots illustrating the impact of fin spacing (wc) on thermal 

resistance.  

 

Figure 9-2 Heat sink design variables [25] 

Thorough scrutiny of the influence exerted by individual design variables on the 

designated objective functions was executed, thereby discerning the parameters that wield a 
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predominant influence on the performance of aluminum heat sinks under natural convection 

conditions for the specific fluids selected for this study. 

9.2 Computational Model 

A computational model encompassing a Thermal Test Vehicle (TTV) board along with 

an integrated heatsink was meticulously formulated within the ANSYS Icepak software. This 

endeavor involved streamlining the representation of the server system, focusing exclusively 

on components that wield a critical influence on the heat transfer mechanism, such as the 

Central Processing Unit (CPU) and the associated heat sink. The configuration of the 

CPU/TTV unit within the Computational Fluid Dynamics (CFD) model was meticulously 

devised, with its foundation rooted in the heat flux values emanating from Intel Icelake CPUs. 

 

Figure 9-3 CFD model in Ansys Icepak 

The thermal structure, symbolizing the CPU, was composed of a 2-Dimensional heat 

source situated at the lowermost stratum of a heat sink. This assembly featured an interposed 
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layer of Indium foil, functioning as a Thermal Interface Material (TIM), characterized by a 

thickness of 0.125 mm and a thermal conductivity coefficient of 8 W/mK. To establish the 

credibility of the CFD model, an initial validation step was undertaken. This validation 

procedure was conducted through a comprehensive comparison between the CFD model's 

predictions and outcomes from a previously published investigation executed by Intel, wherein 

an analogous configuration was studied [27]. 

 

Figure 9-4 Model Validation 

Displayed in Figure 9-4 are the thermal resistance measurements contingent upon the 

temperature at the casing under conditions of natural convection. Notably, a marginal 

divergence of 3.9% in thermal resistance values emerged between the CFD analysis and the 

empirical study. Discrepancies apparent in the outcomes could potentially be attributed to the 

absence of heat pipes at the heat sink's base within the model, a feature that facilitated enhanced 

heat spreading during the practical experiment. It should be acknowledged, however, that the 

integration of heat pipes within the CFD analysis was consciously omitted in order to preserve 

a simplified heat sink design and expedite the optimization procedure. 
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Figure 9-5 Thermal resistance for selected immersion compatible fluids 

A noteworthy observation emerged from the analysis, revealing that the thermal 

resistance associated with the range of EC fluids consistently exhibited marked reductions in 

comparison to the thermal resistance of PAO 6 at a temperature of 40°C, encompassing all 

TTV power scenarios, as visually presented in Figure 9-5. This distinctive outcome can be 

attributed to the discernible disparities in the thermophysical attributes specifically pertaining 

to viscosity variations, characterizing the EC range of fluids when juxtaposed with PAO 6. 

Table 9-1 Thermal resistance and viscosity variation for selected immersion compatible fluids 

Fluids at 

40°C  
Viscosity (poise) 

X Viscosity of 

EC120 

(350 W) 

Rth (°C/W) 

(350 W) 

X Rth (°C/W) of 

EC120 

PAO6 0.244 5.8 x 0.1391 1.27 x 

EC100 0.100 2.4 x 0.124 1.13 x 

EC110 0.053 1.3 x 0.1139 1.04 x 

EC120 0.042 1 x 0.1093 1 x 
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The divergent viscosity variation with respect to temperature of the EC fluid series 

manifestly contributed to the substantiated decrease in thermal resistance observed across the 

scenarios as shown in Table 9-1. 

9.3 Methodology 

This section expounds upon the fundamental methodology employed, the associated 

assumptions, and the range of parametric scenarios investigated in the context of optimized 

heat sink configurations. The optimization process targeted heat sinks designed for natural 

convection conditions and was executed at the pinnacle of performance demand, denoted by a 

power utilization of 350W for CPU/TTV. 

The baseline configuration of the heat sink was characterized by a fin count of 24, a 

base thickness measuring 4.5 mm, fins with a thickness of 0.8 mm, and a fin height of 20.2 

mm. For the Computational Fluid Dynamics (CFD) study, the selected dielectric fluids were 

PAO6, EC100, EC110, and EC120, all of which are commercially available synthetic fluids 

compatible with immersion setups. CFD results from PAO6 were used as a reference point to 

evaluate the impact of viscosity variation on the heat sink design variables.  

Table 9-2 Fin spacing for different designs of Heat Sink 
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Increasing the number of fins while keeping fin thickness unchanged reduces fin 

spacing, and vice versa – altering the fin count and fin thickness adjusts fin spacing as shown 

in Table 9-2. Lower fin spacing with higher fin count increases the overall heat transfer area of 

the heat sink fins. However, this shift is accompanied by a reduction in the volume of fluid 

residing amidst the fins, which consequently restricts the fluid flow pathways within the heat 

sink. Conversely, selecting larger fin spacing leads to a contraction of the aggregate heat 

transfer surface area, ultimately resulting in suboptimal heat transfer performance. Therefore, 

in natural convection dominant mode an optimal fin count and fin thickness is necessary for a 

given overall dimension of the heat sink to achieve maximum heat transfer performance.  

The same heat sink design parameters that were already optimized for PAO6 was used 

as the baseline or reference. The fin count and fin thickness were further increased to observe 

the thermal performance under different fluids. This specific approach was adopted in this 

study to effectively quantify the disparities between optimized heat sink designs and to 

elucidate the impact of the fluid properties on the designated design variables. Consequently, 

these outcomes will facilitate a streamlined selection process for the optimal design parameters, 

catering to the specific thermos-physical properties inherent to the chosen fluid medium. 

9.4 Results and discussion 

Upon conducting an exhaustive array of permutations involving the heat sink's design 

variables, a specific combination of fin thickness and fin count was discerned to yield the 

lowest thermal resistance. This phenomenon can be attributed to the predominant role of 

natural convection as the driving force behind the heat transfer capability of the heat sink. To 

conduct a more in-depth scrutiny of the design variables, a strategic selection was made to 

focus on the fin spacing. This choice was made to facilitate a comparative analysis of the 

thermal performance, specifically thermal resistance, for the chosen fluids. 
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Figure 9-6 Thermal resistance for selected immersion compatible fluids 

From this thorough analysis, a coherent pattern consistently surfaced, demonstrating 

that elevating the fin spacing—achieved by augmenting the fin count while holding the fin 

thickness steady—conduced to a gradual reduction in thermal resistance. This reduction led to 

an ultimate minimum value within a specified range of fin spacing. However, beyond a certain 

point of fin spacing, the thermal resistance exhibited a subsequent increase across all the 

considered fluids. It is crucial to note that the fluid chosen for this study exhibits a uniform 

variation in all its thermos-physical properties with temperature, except for fluid viscosity. This 

enabled us to confidently establish a correlation between the fluctuations in viscosity and the 

corresponding shifts in fin spacing in convection dominant regieme, within the context of the 

pre-defined overall design configuration of the heat sink. 

Further studies in this topic would include various fluids, all temperature dependent 

properties connected to heat sink fin design variables, impact of heat flux of the CPU/TTV, 

dependencies of fluid properties on heat sink in forced convection.     
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9.5 Conclusion 

The insights derived from this study can be extrapolated to encompass a variety of 

single-phase immersion-compatible fluids, thereby constructing a comprehensive tool 

encapsulating a gamut of heat sink design possibilities, the heat flux channeled to the TTV, and 

the heat sink material composition. Through the assembly of a robust database, users would be 

facilitated in directly selecting a heat sink design tailored to the fluid property variations—an 

accomplishment aligned with the research objectives. 
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