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Abstract  

High Magnification Surface Topography based Digital Image Correlation 

(DIC) for Identifying Damage Accumulation and Crack Growth in 

Polycrystalline Nickel 

 

Arash Valiollahi 
The University of Texas at Arlington, 2023 

Supervising Professor: Haiying Huang 
 

 Damage index parameters that have been formulated to identify damage localization in 

plastically deformed materials typically require all six stress or strain components. Recently, 

simulations through Crystal Plasticity Finite Element Method (CPFEM) have been widely used to 

extract damage initiation parameters. However, these models are rarely verified due to the 

challenges in measuring the out-of-plane deformation/strain experimentally. A damage index 

combining the effective plastic strain and surface roughness change is investigated for identifying 

damage accumulation sites and predicting crack propagation path in polycrystalline pure Nickel. 

A novel Digital Image Correlation (DIC) technique is developed to measure both in-plane and out-

of-plane deformation from surface topography images acquired using optical interferometry. A 

simple technique that creates random, micro size reflective speckles for sub-grain strain calculation 

is demonstrated. Damage accumulation sites detected by the effective strain, surface roughness 

change, and the combined damage index are assessed in terms of damage localization and 

localization consistency. The combined damage index provides an enhanced damage localization 

and localization consistency compared to effective plastic strain or surface roughness damage 

index alone. The detected damage accumulation sites were correlated with grain orientations that 

favor “sunken” out-of-plane deformations and large misorientations among neighboring grains. 



The proposed combined damage index is then used to predict the future propagation path of 

microstructurally small crack (MSC) in a fatigue sample. Effective plastic strain, surface 

roughness and combined damage index maps were constructed during the crack arresting period. 

The crack future propagation path was then predicted by two approaches based on ‘highest 

intensity’ and ‘confidence threshold’. The predicted path by the three damage indices was 

compared to the actual crack path. The combined damage index provided a more accurate, 

consistent, and confident prediction of sharp turns in crack tortuous path. Finally, A 2D Finite 

Element Model (FEM) is generated to verify the strain calculation approach based on theoretical 

strain-displacement equations. The verified strain-displacement equation can be later used to 

calculate the out-of-plane strain components based on surface height difference. However, the 

small height difference in a highly polished sample leads to large errors in out-of-plane strain 

calculation. Thus, a threshold value for minimum height difference between two points should be 

defined for error reduction in out-of-plane shear strain calculation. At the end of this study, a 

methodology for estimating this threshold value through FE analysis is suggested for future 

studies.  
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Chapter 1. Introduction  
 

Fatigue is the primary mode of failure for numerous engineering structures. Over the course of 

history, there have been many instances of catastrophic fractures in man-made machines and 

structures, resulting in significant loss of life. To account for uncertainties, safety factors are 

incorporated into the design of structures. However, the growing demand for smaller, lighter 

structures and increased service life necessitates optimization of the design process. This requires 

a deeper understanding of crack formation and growth behavior to enhance the accuracy of 

predicted fatigue life. Fatigue life can be divided into three stages: crack incubation or nucleation, 

where cyclic hardening or softening occurs; crack initiation, characterized by the formation of 

small measurable cracks; and crack propagation. By the time a measurable crack appears, a 

significant portion of the fatigue life has already been consumed [1–3]. The process of damage 

initiation is closely tied to plastic deformation, which also influences early crack propagation. A 

better understanding of damage initiation and early growth can lead to improved predictions of 

fatigue life, early detection and prevention of cracks, and enhanced safety in mechanical and 

aerospace structures. However, identifying the exact location and timing of damage initiation 

remains a significant challenge. Damage initiation in polycrystalline metals is strongly influenced 

by local microstructural factors, including grain orientation, neighboring grain characteristics, the 

presence of defects or particles, and grain size [4–8]. Despite extensive studies conducted over the 

past century, accurately predicting damage initiation locations and timing remains unconclusive. 

Additionally, the behavior of small cracks, which are influenced by microstructure and do not 

adhere to conventional laws such as the Paris law, is notoriously difficult to predict. Consequently, 
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it is crucial to define a fatigue damage parameter capable of reliably predicting crack behavior 

prior to initiation and during the early growth stage. 

1.1 Mechanism of damage formation and Fatigue Indicator Parameters (FIPs) 
 

When metals undergo cyclic loading and reach the critical resolved shear stress on a slip system, 

dislocations move along the slip direction, resulting in the formation of slip steps. However, during 

reverse loading, the slip does not fully recover, leading to cyclic slip irreversibility [9, 10]. This 

process continues with additional cyclic loading, causing surface roughening and strain 

localization, eventually giving rise to persistent slip bands (PSBs). The formation of PSBs and 

strain localization serve as precursors to crack initiation. Once a crack is initiated, its propagation 

is influenced by microstructural features during stage I crack propagation, leading to multiple 

arrests and releases in the crack path and oscillation in crack growth rate. As the crack length and 

Stress Intensity Factor (SIF) increase, the crack becomes less dependent on microstructure and 

grows perpendicular to the loading direction in a zigzag-shaped path during stage II crack 

propagation. To predict damage initiation in cyclically loaded polycrystalline materials, fatigue 

indicator parameters (FIPs) such as cyclic slip irreversibility [10], critical accumulated slip [11], 

resolved shear stress [12–14], maximum cyclic plastic shear strain [15–18], energy dissipation 

during crystallographic slip [6, 19–23] and effective plastic strain have been proposed. Previous 

studies defined a critical irreversibility value as a necessary condition for crack initiation, but it 

was found to be insufficient. Alternatively, some researchers attempted to predict crack initiation 

time based on the accumulated energy in the slip bands. Others have investigated effective plastic 

strain and cyclic shear strain to study the formation and propagation of microcracks. Nonetheless, 

an accurate evaluation of these FIPs requires all six stress/strain components. However, the out-

of-plane shear strain components are difficult to measure experimentally. As such, Computational 
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approaches based on the Crystal Plasticity Finite Element Method (CPFEM) have been used to 

study the driving mechanism of crack propagation [24–27]. However, due to simplifications, 

assumptions, lack of knowledge of the microstructure underneath the surface, and insufficient 

computation capacity, they are rarely verified experimentally and therefore inaccurate in practice. 

1.2 Effect of Microstructure  
 

Recent advancements in characterization tools have enabled extensive investigations into materials 

subjected to cyclic loading, revealing insights into crack initiation, early crack growth, and the 

influence of microstructural factors. Studies utilizing SEM and Electron Backscatter Diffraction 

(EBSD) on polycrystalline FCC metals have demonstrated the significant role of grain orientation 

and grain boundary configuration in crack initiation and short crack growth [28–31]. When 

neighboring grains exhibit low misorientation, slip bands can migrate between them without 

significant dislocation pile-up at the grain boundary, allowing cracks to initiate and propagate 

along these slip bands [22, 32–34]. Conversely, higher misorientation between adjacent grains 

presents a stronger barrier to crack growth, with observed deceleration and acceleration near the 

grain boundary [31]. 3D X-ray tomography has provided detailed information about the 

microstructure's impact on crack paths at the surface and in the bulk material [35–39]. 

Additionally, Digital Image Correlation (DIC) has revealed strain heterogeneity across grains due 

to misorientation, shedding light on crack initiation and growth mechanisms [40–43]. Although 

2D DIC studies have offered valuable insights into strain heterogeneity, they are limited in 

providing quantitative information about surface height changes, which are important indicators 

of shear and plastic deformation. 
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1.3 Surface Morphology  
 

Cyclic slip irreversibility is widely recognized as a critical factor for crack initiation, particularly 

on the surface. Studies have demonstrated that surface and bulk cyclic slip irreversibility manifest 

as fatigue damage on the surface [10]. Consequently, investigating irreversibility on the surface is 

essential for studying damage initiation and early crack growth. Surface profiling techniques have 

been developed to provide quantitative measurements of surface topography, unlike SEM and 2D 

DIC methods. Atomic Force Microscopy (AFM) has shown that measuring extrusion height allows 

for the quantification of strain irreversibility [44–46]. However, AFM studies are limited to small 

areas and within grains, overlooking intergranular crack initiations. Recently, optical measurement 

techniques such as Scanning White Light Interferometry (SWLI), scanning laser confocal 

microscopy (SLCM), and two-step phase-shifting interferometry have gained popularity due to 

their simplicity and high temporal and spatial resolution. Unlike AFM, these non-contact optical 

techniques utilize light interference to measure surface topography across a wide height range, 

enabling the measurement of out-of-plane movement. Studies employing these techniques have 

revealed that the largest surface displacements occur at triple points and grain boundaries, with 

grain movement playing a dominant role in surface roughness [47, 48]. Using two-step phase-

shifting interferometry, the fatigue process zone (FPZ) can be calculated from surface topography 

measurements [49]. Surface texture analysis has been established as a reliable method for 

determining crack initiation time, with studies exploring fractal dimensions and suggesting their 

potential as an early warning indicator for impending damage [38, 39, 40]. Optical profiling has 

also been utilized to quantify surface roughness parameters, with observations of abrupt changes 

at specific cycles that correlate with crack initiation time. SWLI studies have demonstrated the 

effectiveness of surface profile analysis in analyzing crack initiation behavior [52]. However, some 
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studies lacked temporal resolution [51, 52] or were not verified with SEM observations [50, 51]. 

Overall, investigations into surface topography changes during cyclic loading have shown that 

surface topography analysis can effectively quantify plastic deformation and strain irreversibility. 

Recently, using high resolution SWLI technique, a full-filed surface roughness damage index was 

proposed to identify crack initiation site and predicting crack propagation path [53, 54]. However, 

these studied were merely focused on out-of-plane deformation, i.e., surface roughness change, 

without considering in-plane strain.  

1.4 Strain  
 

Surface topography change induced by plastic deformation and formation of slip bands causes 

stress concentration and strain accumulation which facilitates crack initiation. As such, numerous 

experimental works on driving mechanisms of MSC nucleation and growth in ductile fatigue have 

been focusing on plastic deformation and strain localization [11, 34, 53–55]. Recent research has 

extensively investigated the accumulation and localization of strain at the grain scale using a 

technique called High Resolution Digital Image Correlation (HR-DIC) [5, 41, 62, 63, 42, 43, 56–

61]. HR-DIC has been widely employed in numerous studies to examine the distribution of strain 

within grains and its relationship with the microstructure. However, due to the limited spatial 

resolution of optical microscopes, which is restricted to half the wavelength of the illumination 

light, these studies primarily focused on relatively large grain sizes. To achieve sub-grain strain 

resolution for smaller grains, researchers have utilized a DIC technique based on Scanning 

Electron Microscopy (SEM) [16, 64–71]. By employing these Optical microscope or SEM based 

DIC techniques, scientists were able to investigate various correlations, including fatigue crack 

initiation and growth with strain localization [72–74], Schmid factor [70, 75], grain orientation 

[65, 71, 76], slip transfer [16, 42, 66, 77], and the presence of voids [78]. However, some of these 
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correlations were merely qualitative, suggesting potential sites for fatigue damage development 

[36, 66, 79], while others offered quantitative evaluations only after crack initiation or propagation 

[22, 69, 80, 81]. Moreover, the temporal resolution of these analyses was relatively low, with large 

intervals between data collection and processing, compared to the fatigue life of the material. 

Importantly, these studies were limited to 2D measurements, only capturing in-plane strains and 

neglecting out-of-plane plastic deformation. To overcome these limitations, researchers have 

employed 3D volumetric DIC and stereovision DIC, which enable measurement of both in-plane 

and out-of-plane deformations on the sample surface [5, 57, 68, 82, 83]. These methods involve 

the synchronization and calibration of two cameras at a specific angle relative to the specimen 

surface. Stereovision DIC has been successfully utilized to study strain heterogeneity and 

accumulation at the grain level under monotonic and cyclic loading conditions. However, for high-

magnification measurements with a very narrow field of view, the camera lenses need to be 

positioned extremely close to the sample surface, determined by the focal plane. In many cases, 

placing two lenses in such close proximity may not be practical, thereby limiting the use of high-

magnification lenses. Consequently, sub-grain studies using stereovision DIC have focused on 

large single or oligo crystals to examine strain variations within grains using low-magnification 

lenses. Additionally, these techniques might not provide adequate vertical resolution to capture 

changes in surface roughness induced by plasticity, which can be on the order of tens of 

nanometers [53, 54].  

To the best of our knowledge, there is no study that investigates both in-plane and out-of-plane 

deformation with sub-grain resolution for identifying damage initiation and predicting crack 

initiation in polycrystalline ductile material with small grains. Here we propose a novel surface 
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topography based DIC technique to study the damage initiation and predicting crack propagation 

path in Pure Nickel.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



8 

 

Chapter 2. Combining effective plastic strain and surface 
roughness change for identifying damage accumulation sites 

in a tensile sample 
 

2.1 Introduction  
 

Damage initiation in ductile materials is associated with accumulation and migration of 

dislocations [84], resulting in surface topography changes [85, 86] and the formation of plastic 

intrusions and extrusions known as slip bands [87–89]. Consequently, these out-of-plane features 

cause stress concentrations that lead to crack initiation [9, 90, 91]. While the progression of 

material damage from dislocation accumulation/migration, to surface topography changes, to 

crack initiation has been validated experimentally [92–98], the underlying mechanics for such a 

damage development process is still unknown at this point [9]. Various parameters have been 

proposed as the damage index for identifying early material damage development, including the 

effective plastic strain [24, 27, 99–101], the resolved shear stress [12–14], the stored energy 

density [19–21] and the energy dissipation during crystallographic slip [6, 23, 102], just to name 

a few. These parameters require the knowledge of all six stress or strain components, including 

the out-of-plane stress/strain components that are difficult to measure experimentally. Therefore, 

past studies relied on simulated stress/strain values obtained from Crystal Plasticity Finite Element 

Method (CPFEM). However, CPFEM cannot simulate the entire microstructure faithfully, due to 

limited computation capacity, imperfect constitutive laws, and the lack of knowledge on the 

crystallographic features underneath the surface. As a result, the simulation models are rarely 

verified by experiment and thus inaccurate in practice [103]. While X-ray Computer Tomography 

(XCT) and High Energy Diffraction Microscopy (HEDM) enable true 3D characterization of 
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material crystallographic structures [104–109], correlating the experiment and simulation remains 

an unsolved research problem that is under active research [9].  

Since the out-of-plane strain components are difficult to measure using conventional non-

destructive techniques, damage indices calculated solely from the in-plane strain components, 

measured using Digital Image Correlation (DIC) techniques, are proposed as an alternative [43, 

56]. For conventional DIC analysis, random sized patterns are applied on the sample surface which 

is imaged before and after deformation using a digital camera. Dividing the digital images into 

small subsets and using the subsets in the un-deformed image as the reference, a subset in the 

deformed image whose intensity variation matches closely with the reference subset is identified. 

This correlation process is accomplished by applying a certain feature detection and optimization 

algorithm. The local deformation and thus strain can then be calculated from the location of the 

matching subsets. While DIC using high magnification optical microscopes has been applied to 

study grain scale strain distribution [5, 41, 43, 56, 60–62, 110], the spatial resolution of the optical 

method is limited to one half of the wavelength of the illumination light used [111]. To measure 

strain localization with a high sub-grain resolution, DIC techniques based on Scanning Electron 

Microscopy (SEM) have been employed. Using this technique, researchers were able to investigate 

the correlation between crack initiation and Schmid factor [70, 112], grain orientation [65, 71, 76], 

strain localization [72–74], and presence of voids [78]. Since these optical or SEM DIC studies 

were carried out in two-dimensions (2D), they can only measure the in-plane deformations. The 

out-of-plane deformation, which is associated with the surface topography changes, cannot be 

measured using 2D DIC techniques. 

A more sophisticated DIC technique, i.e., the stereovision DIC or three dimensional DIC (3D-

DIC), can measure the in-plane and out of plane deformations at the surface. Setting two cameras 
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in a certain angle and applying a precise calibration, a stereovision DIC enables measuring the out-

of-plane deformation and thus all the surface strain components  [113]. This technique has been 

employed to investigate the correlation between the microstructure and strain 

heterogeneity/accumulation under monotonic and cyclic loading [5, 82, 83, 110]. To achieve a 

high magnification and sub-grain resolution, however, the camera lenses need to be very close to 

the specimen. In some cases, accommodating two cameras in an extremely tight space and 

synchronizing them may not be feasible. The distance limitation between the lens and the sample 

surface restricts the use of high magnification lenses. As a result, a high-resolution sub-grain strain 

analysis cannot be attained. In addition, plasticity induced surface roughness changes can be very 

small, in the orders of tens of nanometers. The stereovision DIC may not have the needed vertical 

resolution for studying nanometer scale surface roughness changes. To the best knowledge of the 

authors, detailed studies of surface topography changes of plastically deformed samples with small 

grains using the stereovision DIC has not been reported.     

Both the 2D and 3D DIC need a speckle patten, i.e., a pattern with randomly distributed small-size 

features (a.k.a. speckles), on the sample for image correlation. The randomness, size, density, and 

distribution of the speckles can strongly influence the accuracy and resolution of the DIC 

measurements. Speckle pattern creation using color and dust spraying, chemical etching, rough 

polishing, grid, or micro stamping have been widely used. However, the speckles produced by 

these techniques often have large sizes and low density. Thus, these techniques are more suitable 

for samples with large grain size (>1 mm) [5, 82, 83, 110]. To achieve higher magnifications, 

Focused Ion Beam (FIB) [114], sputter coating [115], gold remodeling [76, 116], particle 

deposition using compressed air [41], and Electron Beam Lithography [60] have been used to 

create speckles. While these techniques successfully create speckles as small as a few hundred 
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nanometers, the fabrication procedures are quite complicated. Many of them need a clean room 

and thus could be expensive to produce [116, 117]. In addition, some of these techniques might 

also produce scratches or periodic pattern in some areas [114], which may confuse the DIC 

algorithm.  More importantly, the speckles created using these techniques are typically 

nonreflective and thus cannot be used for optical interferometry-based DIC. Due to these 

limitations, implementing DIC techniques for measuring both in-plane and out of plane 

displacements to study plastic deformations within small grains is challenging. Another challenge 

of applying DIC for plasticity studies is that conventional DIC measures the deformations based 

on matching the gray scale variation in subsets between a pair of images As a result, the correlation 

process is limited by the predefined subset size or subset spacing. Tracking a highly distorted 

subset, due to large strains, is very difficult [118–121]. Besides, the resolution loss induced by 

deformation and strain averaging in the subset might miss small strain heterogeneities, which are 

important for the study of localized plasticity.  

In addition to the DIC based techniques, surface topography characterization tools, such as Atomic 

Forced Microscopy (AFM) and Scanning White Light Interferometry (SWLI), were used to 

measure the out-of-plane displacement, including extrusion height [45, 122, 123], surface 

roughness change [50–52], and out-of-plane grain movement [124]. Some of these studies defined 

a global damage index based on the out-of-plane displacements over large areas using statistical 

parameters and thus overlooked the microstructural details [50, 52]. Others focused on observing 

the out-of-plane displacements in selected regions where slip bands have initiated and attempted 

to decipher the mechanism that drives crack development [45, 122, 123]. For both cases, the 

damage index is not defined over the entire region of interest and thus they are not suitable for 

identifying damage localization sites. Recently, Sola et al. [53, 54] proposed a full field surface 
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roughness damage index to predict fatigue crack initiation site and future propagation path of 

microstructurally small cracks (MSCs). They utilized SWLI surface topography images to 

calculate the surface roughness change at microstructure level. However, these studies were 

merely concerned with the out-of-plane displacements without considering the in-plane strain 

components. To the best of our knowledge, a damage index that considers both the in-plane and 

out-of-plane deformations has not been reported.  

In this chapter, a combined damage index that accounts for both the effective plastic strain and the 

surface roughness change is proposed. Comparing with the damage index calculated from either 

the effective plastic strain or the surface roughness change, the combined damage index leads to 

earlier and more consistent identification of damage localization sites. To calculate the in-plane 

strain components from the surface topography images, a novel technique that produces minute, 

random, high density, and reflective speckles is introduced. This reflective speckle pattern enables 

us to calculate the in-plane strains and out-of-plane deformation by comparing undeformed and 

deformed SWLI surface topography images. A pointwise DIC algorithm was developed to detect 

the key points based on the grayscale variation within the entire image instead of a subset. As such, 

large strains, that are difficult to be measured using subset-based DIC, can be measured accurately. 

2.2 Experiment procedure and sample preparation 
 

The equipment used for this study is the same as that described in [53, 54]. Briefly, a BOSE 

Electroforce mechanical testing machine, integrated with a Bruker NPFLEX SWLI surface 

profiler, with a maximum load capacity of 3000 N was employed to apply the static tensile load. 

Surface profiling of the sample surface was carried out using the Vertical Scanning Interferometer 

(VSI) mode of the SWLI surface profiler having a sub-nanometer vertical resolution. A 50X 
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magnification lens with a 0.55X zoom was used, resulting in a resolution of 0.366 µm in the lateral 

direction.  

A sub-sized nickel tensile specimen with 99.5% purity was designed according to American 

Society for Testing and Materials (ASTM) E8, Standard Test Methods for Tension Testing of 

Metallic Materials. The grain size of the selected material was measured to be around 50 µm and 

the EBSD inspection showed a random grain size and orientation confirming that the material was 

isotropic. The stress-strain curve obtained from a tensile test on a similar sample is shown in Figure 

1(a). The yield stress of the sample was measured to be 211 MPa, indicated by the dark blue bullet 

point in the inset. Since the mechanical test fixture had a maximum load capacity of 3000 N, the 

test sample, as shown in Figure 1(b), was designed to have a cross-section of 3 x1.57mm2, 

resulting in a yield load of 1000 N. Previous tests also revealed that localized surface roughness 

changes start to emerge at 70% of the yield load. Applying a safe margin, the first load step was 

set at 50% of the yield load, i.e., at 500 N. The load was increased from 500 N to 900 N with 

intervals of 100 N. Near the nominal yield load , i.e., from 900 N to 1000 N, the load increment 

was reduced to 50 N. After the yield point, the loading increment was further decreased to 25 N. 

After each load increment, the sample was unloaded to acquire the surface topography images. 

The dash maroon lines shown in the inset of Figure 1(a) mark the stress levels at which the sample 

was unloaded. After taking the SWLI images, the sample was reloaded to reach to next step of 

loading. The sample surface was patterned with speckle patterns, as described below. 
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Fig. 1 (a) measured stress-strain curve of the material. the blue dot in the inset marks the yield point while the loading-
unloading steps are marked by maroon lines. (b) schematic of the tensile sample and its dimensions and (c) machined 
sample in a resin mold prepared for polishing. 

The back side of the sample was first polished with conventional sandpapers with grit sizes 

down to P400 in Federation of European Producers of Abrasives (FEPA) standard. To overcome 

the problem of edge rounding during polishing [53], a mixture was made using Buehler Epokwick 

Epoxy resin by mixing 15g of resin and 3g of hardener. The sample was placed in a mold and the 

mixture was poured to cover the cross-section (see Error! Reference source not found.(c)). The 

surface was then manually polished using sandpapers down to a grit size of FPEA P1500 followed 

by two steps of micro polishing with alumina powder of sizes 1 µm and 0.3 µm, respectively. At 

the end of micro polishing, the surface roughness at the gage section of the sample was measured 

to be 16 nm. Next, the sample was released from the resin and its surface was electro-polished. 

Finally, the sample surface was etched using ASTM E407-25 solution to reveal the grain 

boundaries. 

A 0.5 mm by 0.5 mm area at the center of the gauge section was selected as the region of interest 

(ROI). Four fiducial marks were created at 0.1 mm distances from the four corners of ROI using 

Vickers micro indenter to mark the location of ROI on the sample, as shown in Fig. 2(a). The size 

of the fiducial marks was measured to be around 30 µm. According to ASTM E384, Standard Test 
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Method for Micro-indentation Hardness of Materials, an area roughly 3 times the size of 

indentation mark might be plastically deformed by the indenter. Thus, the fiducial marks will not 

introduce any plastic deformations to the ROI. Using a 50X magnification lens with a 0.55X zoom, 

63 single SWLI images with a 50% overlap were taken to cover the entire ROI. A 50% overlap 

was chosen to prevent data loss and ensure the identification of correlation points during image 

processing, even at high loads. The stitched surface topography image of the ROI, after chemical 

etching, is shown in Fig. 2(b). Due to etching, the average surface roughness increased from 16 

nm to 135 nm. The region that was analyzed in detail in this study is marked by the black box in 

Fig. 2(b) and its corresponded EBSD map is depicted in Fig. 2(c). 

For DIC analysis, the speckle size should be around 3-5 times of the pixel size [125]. Since the 

pixel size in the current experiment is 0.366 µm, the speckle size should be around 1-2 µm. For 

this purpose, alumina powder with an average size of 0.3 µm was used to create the speckle. First, 

0.5 g of alumina powder was mixed with 5.5 g of water in a stirrer. To improve adhesion of the 

speckles to the sample surface, 0.5 g of polyvinyl epoxy, a clear adhesive which dissolves in water 

without leaving any marks on the surface after drying, was added to the solution, and stirred for 

30 minutes at 100oC. After applying the mixture to the sample surface using a polishing pad, the 

sample surface was washed thoroughly to remove excessive mixture particles from the surface and 

dried in the air. This procedure creates a very thin layer of speckle pattern on the surface, as shown 

in Fig. 3(a). Two successive enlarged views of the speckled region are shown in Fig. 3(b) and Fig. 

3(c). The average speckle size along the lateral direction, measured using an optical microscope, 

is roughly 1.5 µm with high density and random distribution across the surface that enables the 

sub-grain strain analysis. Fig. 3(d) illustrates the height variation along the width of the ROI before 

and after applying the speckles. The two deep troughs at the right and left correspond to the fiducial 
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marks. The thickness of the speckle layer was determined from the differences of the two surface 

profiles to an average value of 180 nm. 

 
Fig. 2 (a) Region of interest (ROI) and the fiducial marks on the sample gage section, (b) SWLI surface topography 
image of the entire ROI. The black box marks the region selected by this study.  (c) EBSD map showing the grain 
distribution in a selected region with crystallographic orientation.  

 

Fig. 3 (a) Speckle layer on the gage section of the sample, (b) magnified view of the ROI with speckle distribution, 
(c) further magnification to show the size and random distribution of speckles within a small region inside the ROI 
and, (d) surface height variation along a transverse line connecting two fiducial marks before and after applying the 
speckle pattern 
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2.3 Image processing  
 

The surface topography images of the tensile sample were processed to extract the 2D strain 

components using DIC. Stitching errors in the form of vertical and horizontal bands were observed 

in our previous study [70]. As such, DIC strain calculations were based on single images instead 

of the stitched image. 

 First, the acquired surface topography images were compiled to detect and filter the outliers 

and missing data. Outliers are data points with inaccurate representation of surface height, 

appearing as singularities having extremely large or small height values compared to their local 

surface height variation. Missing data are simply a result of no reflection sensed by the optical 

sensor. The outliers and missing data were replaced with interpolated values based on their 

immediate surrounding. Although the number of outliers and missing data varies per image per 

loading step, the average number of filtered points is about 0.85% of the total data population. 

After removing the outliers and missing data, the surface topography images were converted to 

grayscale by linearly mapping the surface height values between 0 and 255, where 0 corresponds 

to the minimum and 255 to the maximum height. The key points of the image, i.e., distinctive 

features that are invariant in rotation, scale, and distortion to a great degree, were then identified 

based on gray intensity of their surrounding using various key point descriptors, employing the 

Speeded Up Robust Features (SURF) and Binary Robust Invariant Scalable Key-points (BRISK) 

algorithms. These key points correspond to either speckles or inherent surface topography features 

such as dip, ridge, scratch, gain boundary intersections, etc. The key points that match between the 

two images of different loads are called “correlation” points. Thus, the present approach is a 

“pointwise” DIC technique.  
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Prior to applying the image correlation algorithm, an image enhancement procedure was also 

adopted to improve the quantity and uniformity of the key points. The grayscale image of the 

selected region shown in Fig. 1 (c), before image enhancement, is shown in Fig. 4(a). The key 

points detected from Fig. 4(a) are displayed in Fig. 4(b). The center of the green circles indicates 

the key points. Conspicuously, the quantity and density of the detected key points is insufficient 

as some regions barely contain any key point. To improve the detection of the key points, a 2D 

Fast Fourier Transform (2D-FFT) is first applied to the grayscale raw image. The transformed 

image is then filtered using a Gaussian high pass filter in the frequency domain and converted back 

to the spatial domain using inverse FFT. Finally, to further improve the image intensity and 

contrast, Contrast-Limited Adaptive Histogram Equalization (CLAHE) was also applied to the 

image. The grayscale image after the enhancement procedure is shown in Fig. 4(c) and the detected 

key points are illustrated in Fig. 4(d). Clearly, the image enhancement significantly improved the 

quantity, distribution, and coverage of the detected key points.  

Before deformation and strain analysis, the noise-floor of the DIC algorithm was established. 

Multiple regions across the ROI were selected and, for each region, a set of 20 images were 

captured in static state, i.e., no load or motion was applied. In this case, any nonzero strain is 

considered noise. The local noise was determined in each image and its standard deviation, 𝜎, was 

averaged over 20 images to achieve 𝜎ത. Three times the averaged standard deviation, i.e., 3𝜎ത, for 

each calculated quantity of interest (QOI), i.e., deformation or strain, is considered as the threshold 

for noise-floor of that QOI [126, 127]. To minimize the noise, the parameters of FFT, CLAHE, 

local contrast and key point descriptors were adjusted after rigid body correction. The 

displacement noise-floor was found to be below 0.005 pix and strain noise was about 28 𝜇𝑚/𝑚. 

To reduce the effect of noise on the strain distribution, a Gaussian smoothing kernel with standard 
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deviation of 6𝜎ത, was applied, followed by another Gaussian smoothing with 10 point moving 

average.  

 

Fig. 4 (a) Gray scale image for a region inside the ROI and (b) its corresponded registration points, indicated by green 
circles, before image enhancement. (c) The gray scale image of the same region after image enhancement and (d) the 
improved registration points covering the entire area. 

 

2.4 In-plane strain measurement 

2.4.1 validation with commercial DIC software  

Calculating the in-plane 2D strain components using the present method was first validated by 

processing the same image using a commercial DIC package, “GOM Correlate” and comparing 

the results obtained using both methods. The subset size and step size in GOM software was set at 

39 ൈ 39 and 3 pixels, respectively. The contours of the vertical deformation 𝑣 in a region at 900 

N, obtained using the present method and the GOM software, show qualitative agreements, as 

shown in Fig. 5(a) and (b). For a more in-depth quantitative comparison, the variations of the 

deformation along the horizontal centroidal axis of the image are compared in Fig. 5(c). Since the 
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GOM correlate software applies a subset based DIC analysis with averaging while the current 

method is a point-wise image correlation, the displacement profile obtained with the GOM 

software appears as a smoothed curve of the profile obtained using the present method.  

 

 

Fig. 5 Comparison of deformation and strain distribution evaluated by two DIC approach in a region inside ROI. 
Vertical deformation contour obtained by (a) present method, (b) GOM correlate and (c) variation of deformation 
along horizontal centroidal axis for both methods. yy strain obtained from (d) present method (e) GOM correlate and 
(f) strain variation along the horizontal centroidal axis for both methods 

The contour of the normal strain 𝜀௬௬ calculated from the displacement 𝑣, using the two methods, 

are shown in Fig. 5(d) and (e), respectively. The variation of strain along the same horizontal 

centroidal axis is plotted in Fig. 5(f). Again, the strain profile produced by the GOM correlation 

appears as a smoothed version of that produced by the present method. The agreements between 

the two methods validate the accuracy of the proposed technique for in-plane strain calculation. 

The distribution of the three in-plane strain components within a selected region inside the ROI, 

acquired at 500 N, 900 N, 1000 N and 1075 N, are displayed in Fig. 6. At 500 N, the strain 



21 

 

distribution is relatively uniform without much localization. However, at higher loads, specifically 

from the yield point (1000 N) onward, a pattern of strain accumulation is evidently observed. Since 

the sample was loaded along the  𝑌 direction, the intensity and extent of the strain accumulation is 

more severe in 𝜀௬௬. At 1075 N, the average global strain applied was 1500 𝜇𝑚/𝑚 while the local 

strain can be up to 8500 𝜇𝑚/𝑚. 

 

 
Fig. 6 In-plane strain components xx, yy and xy at different loading levels. The unified color bar shows the intensity 
of strain accumulation. The difference in strain accumulation intensity at the end of the experiment is apparent for 
different strain components 

2.4.2 Effective plastic strain 
 

The effective plastic strain, a scalar quantity that has been investigated in numerous studies as 

the damage index in ductile materials [43, 56, 58, 63], is calculated as 

𝜀௘௙௙ ൌ ටଶ

ଷ
൫𝜀௜,௝ ൈ 𝜀௜,௝൯.     2.1 

In addition to the in-plane strain components obtained from DIC, the out-of-plane normal strain 

𝜀௭௭ was calculated from the in-plane normal strains assuming the plane stress condition and plastic 
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incompressibility, i.e., 𝜀௭௭ ൌ െ൫𝜀௬௬ ൅ 𝜀௫௫൯.The out-of-plane shear strains, 𝜀௬௭ and 𝜀௫௭ were 

assumed to be zero, following the same practice in  [43, 56, 58, 63]. Fig. 7 depicts the effective 

plastic strain distribution. Similar to the individual strain components, the localization of the 

effective strain accumulation pattern is first observed at 900 N and noticeably intensifies after the 

yield point. Comparing Fig. 6 and Fig. 7 reveals that the effective plastic strain is clearly dominated 

by the 𝜀௬௬ component. Overlaying the grain map on the effective plastic strain contour reveals that 

the strain accumulation takes place within some of the grains and might be extended to the 

neighbor grains or pile up at one side of the grain boundary. Visually, there appears to be more 

than a dozen “hot spots” at 1075 N, as shown in Fig. 7. It is unlikely all these “hot spots” will 

eventually lead to crack nucleation. Therefore, the effective plastic strain may not be a “good” 

indication of material damage.   

  
Fig. 7 Effective plastic strain distribution overlaid on the grain boundary map at 500 N, 900 N, 1000 N and 1075 N. 
Microstructure effect on intragranular strain localization is evidently observed within, across or along the grain 
boundaries. 
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2.5 Combined effective strain-surface roughness damage index 
 

For damage index calculation, the image of the analyzed region is divided into 40 subsets, 

resulting in  75 ൈ 75 pixels in each subset. Note that the subset for damage index calculation is 

different from the subset for strain calculation using conventional DIC, in which, the subsets are 

predefined areas used in the correlation process to identify the matching subsets. However, the 

subset for damage index calculation in this study is a region enclosing a certain number of 

correlation points with their strain values identified using the proposed pointwise DIC technique. 

Thus, these subsets are used for statistical evaluations, i.e., strain averaging and mean surface 

height, to construct the damage index map. Ideally, the subset size for damage index calculation 

should be as small as possible for finer resolution of damage identification. On the other hand, the 

subset size should be large enough to capture the out of plane movement of the grains and contain 

sufficient correlation points for reliable strain and surface roughness evaluation. Considering the 

grain size varying between 10 to 120 𝜇𝑚, our evaluation suggests that a 75 ൈ 75 pixel subset is a 

good tradeoff between these considerations. The resolution of the damage index, determined by 

the size of the subset, is therefore 27 m along the lateral direction. For each subset, the effective 

plastic strain damage index, 𝐷ఌ , is defined as 

𝐷ఌ ൌ
 ఌ೐೑೑തതതതതത

୫ୟ୶ ሺ ఌ೐೑೑തതതതതതሻ
,  2.2 

in which  𝜀௘௙௙തതതതത is the effective strain, calculated using eq 2.1, averaged over all 75x75 pixels in one 

subset. For each subset, the damage index is normalized with respect to the maximum effective 

strain, 𝑚𝑎𝑥ሺ𝜀௘௙௙തതതതതሻ of all 40 subsets. Its value is therefore between 0 and 1, with 1 representing the 
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highest damage index at each loading level. Similarly, the surface roughness damage index 𝐷ோ௔ is 

defined as 

𝐷ோ௔ ൌ
 ோೌ

௠௔௫ሺோೌሻ 
,  2.3 

in which 𝑅௔ denotes the arithmetic average surface roughness in a subset, which is calculated after 

subtracting the surface height of the deformed image from the undeformed reference image, i.e., 

the image taken before starting the test. Again, 𝑚𝑎𝑥ሺ𝑅௔ሻ is the maximum 𝑅௔ of all 40 subsets. 

Finally, the combined effective strain-surface roughness damage index is defined as the 

multiplication of these two damage indices, i.e.,  

𝐷௖௢௠ ൌ 𝐷ఌ ൈ 𝐷ோ௔, 2.4 

The combined strain-roughness damage index map at 500 N, 900 N, 1000 N and 1075 N are 

displayed in Fig. 8(a). To compare these three damage indices, their performances in identifying 

the damage localization sites are analyzed in terms of damage localization and localization 

consistency. Damage localization happens when the intensity of the damage index at a few subsets 

(i.e., the critical subsets) is substantially higher than the rest of the subsets. For example, subsets 

9, 27, 28 and 33 show a significantly higher intensity at 1000 N and 1075 N. Damage localization 

can be better assessed by plotting the damage index of each subset versus the applied loads, as 

shown in Fig. 8(b). For visualization, the intensity plots of the four critical subsets, i.e., subsets 9, 

27, 28 and 33 are indicated as bold solid lines while the other subsets are plotted in dashed lines 

with their visibility being slightly suppressed to avoid interfering with tracking the four critical 

subsets. The intensity of subset 9 at 900 N, and subsets 27, 28 and 33 at 950 N, start diverging 

from the rest of the subsets, whose damage indices are decreasing. After 950 N, subset 9 shows 

the highest intensity followed by subsets 28, 27 and 33. The average intensity of these subsets is 
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substantially higher than the other subsets. For example, after the yield point, i.e., at 1000 N, the 

intensity of the other subsets falls between 0.2 to 0.6 and falling while the intensities of the four 

critical subsets are greater than 0.7 and rising, indicating that damage is localized at these four 

subsets. Localization consistency means once the localization takes place, a critical subset 

maintains a substantially higher damage index in subsequent loads. After 950 N, as the load 

increases, the critical subsets further diverge from the descending subsets, indicating a consistent 

damage localization. Despite some fluctuations in the damage indices, we can confidently 

conclude that subsets 9, 28, 33, and 27 are the damage accumulation sites at 1000 N.  

 

 
Fig. 8 (a) Combined damage index map at 500 N, 900 N, 1000 N and 1075 N. (b) Intensity variation of each subset at 
different load levels. The subset number is used as the marker of the plots for reference 

For comparison, the effective strain and surface roughness damage indices are plotted 

separately versus the applied loads and are illustrated in Fig. 9(a) and (b), respectively. For D, a 

slight localization is observed around 950 N, at which the intensity of subset 26 is higher than the 

rest of the subsets. However, the divergence is not maintained in subsequent loads. As the load 

increases, several other subsets also have comparable damage indices as that of subset 26. 

Furthermore, the damage index in all subsets is above 0.6 but none of the subsets has a substantially 
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higher damage index than the others. In other words, the localization of the effective strain damage 

index reduced with the increasing load. As a result, we cannot confidently identify the critical 

subsets based on D. Among the four critical subsets identified by Dcom, D of subset 9 only 

advances to the top until after 1025 N and subset 28 has an average D. Thus, the effective strain 

index shows a low degree of localization, i.e., the damage indices of the critical subsets are not 

substantially higher than those of the other subsets, and a poor consistency in identifying damage 

accumulation sites. The localization, as evaluated by DRa, is slightly improved. The intensity of 

subsets 9 and 28 starts to diverge from the rest of the subsets at 900 N and 950 N, respectively. 

Even though the intensity of subset 9 drops at the final load, its average intensity, along with subset 

28, remain substantially higher than the other subsets. Thus, DRa is more consistent in identifying 

the critical subsets than D. On the other hand, subsets 27 and 33, identified by Dcom as the critical 

subsets, have DRa that do not diverge from those of the other subsets. Between 900 N and 1000 N, 

subsets 4 and 21 had higher DRa than these two subsets. At 1025 N, a second tier of subsets that 

have a relatively large DRa, including subsets 27, 33, 4, 21, and 39, starts to emerge. Their damage 

indices are very close to each other but follow a decreasing trend. It is therefore difficult to decide 

whether these second-tier subsets are critical subsets or not. Comparing to Dcom, the localization 

and consistency of subsets 9 and 28 are comparable but the second-tier subsets have a lower degree 

of localization and poor consistency. Subset 27 and 33 would not be classified as critical subsets 

based on DRa alone. Due to their relatively large D, however, they are identified as the critical 

subsets by Dcom.   
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Fig. 9 Evolution of (a) the effective strain index and (b) surface roughness damage index with the applied load 

To investigate the correlation between the damage accumulation site and the microstructure, 

the grain boundary map is overlaid on the combined damage index map in Fig. 10(a). Since the 

microstructure is closely related to the surface topography changes, the surface topography image 

acquired at 1075 N is shown in Fig. 10(b) and its 3D view is shown in Fig. 10(c) for better visual 

perception. In Fig. 10(c) the areas in blue have “sunken” grains and the areas in red have “risen” 

grains [128]. The only exception is a big grain to the right of subset 28, which is originally 

depressed after etching. The critical subsets identified by Dcom and the second-tier subset identified 

by DRa are marked with two tags. The first tag shows the subset number, and the second tag 

indicates the associated damage index highlighted in either red or yellow. A red tag means the 

subset is identified as a critical subset by the respective damage index while a yellow tag means 

the subset is identified as the second-tier subset by DRa. Among these 7 subsets, subsets 9 and 28 

are identified as the critical subsets by both Dcom and DRa, subsets 27 and 33 are identified as the 

critical subset by Dcom but only as the second-tier subset by DRa. Three of the four critical subsets 

identified by Dcom, i.e., subsets 9, 28, and 33, are dominated by a “sunken’ grain. Subset 27 

encompasses a few grains, with one of them being “sunken”. In addition, one of the grains covered 

by subset 27 has clearly visible slip bands, the grain covered by subset 9 has slightly visible slip 
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bands, and subsets 28 and 33 do not have any slip bands. Therefore, the critical subsets do not 

necessarily have to have slip bands. Subsets 33 and 27 are only classified as the second-tier subsets 

by DRa. They, therefore, must have relatively large Dvalues to be identified by Dcom as the critical 

subsets. Two of the three remaining second-tier subsets, i.e., subsets 4 and 39, are dominated by 

“risen” grains. Subset 21 covers a “risen” grain and the originally depressed grain, which could 

have risen but does appear to be so because of its original depression. Referring to Fig. 9(a), all 

these three subsets have below average D

 
Fig. 10 (a) Combined damage index map with grain boundaries, (b) 2D view of the surface profile at 1075 N, and (c) 
3D view of the surface profile with a better visual representation of damage initiation spots

The grains covered by these 7 subsets and their immediate neighbors are indicated by a unique 

number and shown in Fig. 11(a). The dashed squares mark the locations of the subsets: subsets 9 

and 28 are in red, subsets 33 and 27 are in orange, and subsets 4, 21, and 39 are in blue. The 

crystallographic orientations of the grains are plotted in a pole figure shown in Fig. 11(b). The 
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grain numbers are color coded: the ones associated with subsets 9 and 28 are in red, the ones 

associated with subsets 33 and 27 are in orange, and the ones associated with subsets 4, 21, and 39 

are in blue. The “sunken” grains associated with the critical subset identified by Dcom, i.e., grains 

1-4, have crystallographic directions close to <001> or <111>. This is consistent with the 

conclusions of [128], i.e., when considering the loading direction, grains with a crystallographic 

direction close to <001> or <111> are more prone to sinking while grains leaning toward <101> 

direction usually have no preference over sinking or rising [128]. The rest of the grains shown in 

Fig. 11(b) are associated with the three second-tier subsets identified by DRa, i.e., subsets 4, 21, 

and 39. Their crystal orientations are clustered in the middle or toward the <101> direction. Notice 

that the “sunken” grains in subsets 27 and 33 are closer to the “sunken” grain in subset 28 while 

away from the grains in the subsets 4, 21, and 39. This suggests that subsets 27 and 33 are more 

likely to be a damage accumulation site, indirectly validating that Dcom is correct in detecting these 

two subsets as the critical subsets.    

The subset number, their associated grains and the misorientation between these grains are 

presented in Table 1. The four critical subsets identified by Dcom have a " ∗ " superscript while the 

second-tier subsets identified by DRa have a "∆" superscript. Grain #1, associated with subset 9, 

has a 38° misorientation with grain #5 while grain #2, associate with subset 28, has a 

misorientation of 41o with grain #8.  Grain #4, associated with subset 33, has a misorientation of 

30o and 26o with grain #10 and #9, respectively. The “sunken” grain # 3, associated with subset 

27, have a misorientation of 36°, 21°, 26° and 12° with grain #6, #7, #8 and #11, respectively. 

Grain #11, the grain having clearly visible slip bands, also has a large misorientation with its 

neighbor grains. These grains create a shielding boundary effect that confines the slip bands within 

grain #11. Interestingly, the grains associated with the other three second-tier subsets all have 
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relatively small misorientations with their immediate neighbors. Qualitatively speaking, the four 

critical subsets identified by Dcom have relatively larger misorientations than those in the three 

second-tier subsets only identified by DRa. These results suggest that Dcom performs better than DRa 

in capturing damage accumulations associated with large microstructure misorientations. 

The region presented above covers almost 20% of the ROI. It was selected for in-depth analysis 

and discussions because it has notable slip band formations and large out of plane deformations. 

Analyzing a few other regions yielded similar results and thus they are not discussed here to avoid 

redundancy. Since damage localization is the precursor of fatigue cracking, the combined damage 

index will be investigated for predicting fatigue micro-crack propagation path in the next chapter.  

Theoretically, the out-of-plane strain components can be calculated if all three displacement 

components are known, i.e., 𝜀௭ ൌ
డ௪

డ௭
, 𝜀௫௭ ൌ

డ௨

డ௭
൅ డ௪

డ௫
 , 𝜀௬௭ ൌ

డ௩

డ௭
൅ డ௪

డ௬
, in which 𝑢, 𝑣, and 𝑤 are the 

displacements along the x-, y-, and z- directions. 𝜕𝑥, 𝜕𝑦, and 𝜕𝑧 are the differences between the 

coordinates of two locations. In this study, the displacements were measured on the surface. Due 

to the highly polished surface, 𝜕𝑧, i.e., the height differences between two locations, is very small. 

As such, small errors in the displacement calculation could lead to large errors in the out-of-plane 

strain calculation. In chapter 3 we will discuss FEM simulation to investigate a threshold value for 

minimum surface height difference to reduce error in calculating the out-od-plane strain 

components. The capability to measure the out-of-plane strains accurately will enable comparing 

the combined damage index with other fatigue damage indices such as the resolved shear stress.  
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Fig. 11 (a) Grain map with the grains associated with the critical and second-tier subsets indicated by a unique number. 
(b) Pole figure of the candidate grains obtained from EBSD analysis 

Table. 1 Critical and second-tier subsets and their associated grains and misorientation angles 

Subset Associated grains # 
Misorientation between grains 

Grain pair Misorientation angle  

9* 1 1, 5 𝟑𝟖° 

28* 2 
2, 8 
2, 12 

𝟒𝟏° 
𝟐𝟓° 

𝟑𝟑∗∆ 4 
4, 10 
4, 9 

𝟑𝟎° 
𝟐𝟔° 

𝟐𝟕∗∆ 3, 6, 7, 8, 11 

3, 6 
3, 7 
3, 8 
3, 11 
11, 7 
11, 10 
11, 22 

𝟑𝟔° 
𝟐𝟏° 
𝟐𝟔° 
𝟏𝟐° 
𝟑𝟑° 
𝟐𝟕° 
𝟑𝟏° 

𝟒∆ 14, 15, 16 
14, 15 
15, 16 

𝟏𝟐° 
𝟕° 

𝟐𝟏∆ 12, 13 12, 13 𝟏𝟔° 

𝟑𝟗∆ 19 
19, 20 
19, 21 

𝟏𝟒° 
𝟏𝟐° 

* Critical subsets identified by D  

 Second-tier subsets identified by DRa 
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2.6 Chapter summary  
 

A combined effective strain-surface roughness damage index is reported for damage localization 

identification in a tensile sample. The proposed damage index yielded a significant enhancement 

in damage localization and localization consistency compared to the damage indices based on 

either the effective strain or the surface roughness alone. The damage accumulation sites identified 

were analyzed with respect to the crystallographic direction and grain structure. They were found 

to cover a “sunken” grain that has significant misorientations with its neighboring grains. In 

addition, a simple technique to apply a fine speckle pattern on the sample surface is introduced. 

The random, micro-sized, reflective speckles produced enable sub-grain digital image correlation 

analysis of the surface topography images. The proposed technique and damage index will be 

extended for investigating fatigue damage development in the next chapter.  
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Chapter 3. Combining Effective Plastic Strain and Surface 
Roughness for Predicting Future Propagation Path of Small 

Crack in Polycrystalline Nickel 
 

 

3.1 Introduction 
 

Fatigue is the precursor of numerous structure failures leading to calamitous tragedies. Despite 

intensive research conducted by the fatigue community, the driving mechanism of fatigue damage 

is not fully apprehended [53, 54, 129–132]. While phenomenological models such as Paris’ law 

are well applicable to the second stage of crack growth i.e., where the crack path is macroscopical  

and more affected by far field stress, it is inadequate to describe the erratic behavior of  

microstructurally small crack (MSC), i.e., when the crack propagation is primarily dependent on 

local microstructure [56, 133]. Although immense studies have been devoted to further elucidate 

the mechanism of fatigue crack growth [134–143], predicting the propagation path of MSCs is still 

an unresolved problem [54]. The challenge lies in defining and experimentally verifying fatigue 

indicator parameters (FIPs) that considers different factors contributing to the complex micro-

crack growth behavior.  

Various FIPs have been proposed to investigate crack nucleation and MSC propagation, e.g., 

resolved shear stress [12–14], effective plastic strain [12, 24, 27, 99–101, 144], maximum cyclic 

plastic shear strain, a.k.a., Fatemi-Socie parameter [15–18], stored energy density [19–22], energy 

dissipation during crystallographic slip [6, 23, 102], etc. Most of these FIPs require the knowledge 

of all six stress/strain components. Since the out-of-plane stress/strain components are difficult to 

measure experimentally, studies on these FIPs relied on simulations, such as Crystal Plasticity 

Finite Element (CPFEM), to calculate all six stress/strain components. However, due to imperfect 
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constitutive laws, insufficient knowledge of microstructure feature underneath the surface, and 

inadequate computational capacity, simulations cannot represent the entire microstructure 

faithfully and therefore, are seldom verified by experiment and inaccurate in practice [103, 145]. 

Despite the developments in 3D characterization of material microstructure, e.g., X-ray Computer 

Tomography (XCT) and High Energy Diffraction Microscopy (HEDM) [104–109], the correlation 

between experiment and simulation has not been successfully achieved and remains under active 

investigations [9, 145].  

Experimental works on driving mechanisms of crack nucleation and MSC growth in ductile fatigue 

have been focusing on plastic deformation and strain localization [11, 34, 53–55, 146, 147]. The 

plastic deformation is perceived to cause surface topography changes in ductile materials under 

fatigue [53, 54, 147]. These surface topography changes are observed in the form of out-of-plane 

grain movement and formation/accumulation of intrusion and extrusion bands, i.e., persistent slip 

bands [55, 86]. Surface roughening, in turn, prompt stress concentration and strain localization, 

facilitating the onset of stage Ι crack initiation and growth [53, 54, 90, 102, 124]. Various surface 

morphology characterization tools have been used to measure surface topography change 

associated with fatigue in ductile materials. Atomic Force Microscopy (AFM) has been utilized to 

quantitively extract 3D surface features in materials under static and cyclic load [123, 148–151]. 

These studies, however, observed a small area focusing on slip band formation and 

intrusion/extrusion height measurement [122, 150–153]. Scanning White Light Interferometry 

(SWLI) [48, 51, 52, 112, 147, 154], Scanning Light Confocal Microscopy (SLCM) [124, 155–

157], stereological imaging [110] and phase shifting interferometry [49] have also been used to 

study the surface topography changes induced by plastic deformation in fatigue samples. However, 

these studies either focused on surface morphology change over a large area and thus overlooked 
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the microstructure details [50, 52], or considered a few data sets over a small region, failing to 

achieve a damage map over a large region of interest (ROI) with detailed representation of local 

strain accumulation and localization [122, 151, 152]. Recently, a full-field surface roughness 

damage index (DI) was proposed using high resolution SWLI surface topography images to predict 

the MSCs initiation site and future propagation path at microstructure level [53, 54]. However, 

these works, similar to other surface morphology studies, were merely concerned with the out-of-

plane displacement associated with plastic deformation without considering the in-plane strain 

components.  

Recently, grain scale strain accumulation and localization have been intensively studied using 

High Resolution Digital Image Correlation (HR-DIC) [5, 41, 110, 158, 43, 56, 58–63].  Using high 

magnification optical microscope, HR-DIC has been implemented in many studies to investigate 

grain scale strain distribution and its correlation with microstructure. Since the spatial resolution 

of an optical microscope is limited to half of the wavelength of the illumination light, the grain 

sizes for these studies are relatively large. To achieve sub-grain strain resolution in small grains, 

DIC technique based on Scanning Electron Microscopy (SEM) has been implemented [16, 64, 66–

71, 159]. Using these techniques, researchers were able to study the correlation between fatigue 

crack initiation/growth and strain localization [72–74], Schmid factor [70, 112] , grain orientation 

[65, 71, 76], slip transfer [16, 66, 77, 158] and presence of voids [78]. However, some of these 

correlations were either qualitative in suggesting fatigue damage development sites [36, 66, 79] or 

offered quantitative evaluations only after crack has initiated/propagated [22, 69, 80, 81]. 

Additionally, in both cases, the temporal resolution of the analysis was relatively low, i.e., only a 

few fatigue intervals were studied. More importantly, these studies were performed in 2D which 

can only measure in-plane strains omitting the out-of-plane plastic deformation.   
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3D volumetric DIC or stereovision DIC can measure both in-plane and out-of-plane deformations 

at the surface. These techniques require two cameras being synchronized and calibrated at a certain 

angle with respect to specimen surface. Researchers were able to apply stereovision DIC 

techniques to study the strain heterogeneity/accumulation at grain level under monotonic and 

cyclic loading [5, 68, 82, 83, 110]. However, for high magnification measurements that have very 

small field of view, the camera lenses need to be very close to the sample surface, as dictated by 

the focal plane. In many cases, placing two lenses in a very tight space may not be practical and 

thus restricts the use of high magnification lenses. As such, sub-grain studies were focused on 

large single/oglio crystals so that strain variations within grains can be measured using low 

magnification lenses. Additionally, these techniques might not provide sufficient vertical 

resolution to capture plasticity induced surface roughness change which can be in the order of tens 

of nanometers [53, 54, 145].  

In this chapter, extending our previous work [145], discussed in previous chapter, a fatigue damage 

index combining effective plastic strain and surface roughness change is studied for predicting 

future microcrack propagation path. A DIC technique based on high resolution SWLI surface 

topography image is used to measure both in-plane and out-of-plane surface deformation at sub-

grain scale. The accumulated plastic strain and surface roughness change are calculated over 

fatigue intervals during the crack arresting period. The damage index map is constructed over a 

large region of interest (ROI) ahead of the crack tip.  Two approaches, based on highest intensity 

subsets and statistic confidence threshold, are developed and evaluated for predicting the future 

crack path. The performances of three damage indices, i.e., the effective plastic strain, the surface 

roughness change, and the combined damage index, are assessed in terms of prediction accuracy, 

confidence, and certainty.  
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3.2 Methods  
 

3.2.1 Sample preparation 
 

The fatigue study was carried out on a middle tension (MT) sample made of pure nickel, aimed at 

gaining understandings on how effective plastic strain and surface roughness affect fatigue 

development in face-centred cubic (FCC) crystalline materials. Thin oxide layer on the surface of 

nickel enables investigating surface topography changes during fatigue experiment. Annealed 

nickel with 99.52% purity was selected for this study. The EBSD analysis of the as-received nickel 

sheet revealed an average grain size of 89 𝜇𝑚 and a random distribution of grain orientation, 

confirming the material is isotropic. A static tensile test was conducted on a dog-bone sample 

according to American Society for Testing and Materials (ASTM) E8, standard test methods for 

tension testing of metallic materials. The 0.2% yield stress of the material was measured to be 211 

MPa.  

The middle tension (MT) sample was designed according to ASTM E-647, standard test method 

for measurement of fatigue crack growth rates. The schematic of the sample is shown in Fig. 12(a). 

Using Electrical Discharge Machining (EDM) with a 0.254 mm wire, a 4.83 mm center notch was 

machined. The surface of the sample was manually polished using sandpapers starting at P300 

down to P1500 in FPEA standard, followed by two steps of ultrafine micro polishing using alumina 

powder of sizes 1 𝜇𝑚 and 0.3 𝜇𝑚, respectively. The surface roughness in front of the notch tip 

reached 12 𝑛𝑚 at the end of micro polishing. After slightly etching the vicinity of the notch to 

reveal grain boundaries, the average surface roughness was increased to 110 𝑛𝑚.  
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Fig. 12 (a) Schematic of the fatigue sample with a center notch, (b) experiment setup showing the integrated testing 
machine with the scanning whitelight interferometry (SWLI) surface profiler and control software. 

For DIC analysis, a speckle pattern was coated on the surface following the same practice in [145]. 

Briefly, alumina powder in two sizes of 0.3 and 0.05 𝜇𝑚, with respective weights of 0.5 and 0.1 𝑔 

was mixed with 6 𝑔 of water in a stirrer for about 1 hour at 40℃. To increase the adhesion of the 

speckles to the sample surface, 1 𝑔 of Polyvinyl Epoxy, a clear substance that dissolves in water 

without leaving any artifacts, was added to the mixture, and stirred for additional 45 minutes in 

100℃. The mixture was applied to the surface using a micro-polishing pad. Afterwards, it was 

thoroughly washed to remove the excessive layers and then dried in air. This technique produced 

a thin and reflective layer of randomly distributed speckles on the surface, with an average size of 

roughly 1.1 𝜇𝑚. More details on the quality of the speckles produced by this technique can be 

found in [145].  
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3.2.2 Fatigue test  
 

A Bose LM2 ElectroForce test bench with a maximum capacity of േ3000 𝑁 at 100 𝐻𝑧, was 

integrated with a Bruker NPFLEX SWLI surface profiler as shown in Fig. 12(b). A 50X 

magnification lens with a lateral resolution of 0.366 𝜇𝑚/𝑝𝑖𝑥 was used to capture the surface 

topography images. Each single SWLI image contains 640 ൈ 480 pixels and thus the area it covers 

is 234 ൈ 175 𝜇𝑚ଶ.  An area of 1 ൈ 1 𝑚𝑚ଶ (0.1 𝑚𝑚 behind and 0.9 𝑚𝑚 in front of the notch tip) 

was considered as the primary region of interest (PROI). To cover the entire PROI, a set of 89 

single SWLI images were taken with a 50% overlap in both horizontal and vertical directions. This 

was accomplished using Bruker Vision64 software which controls the traverse motion of the lens. 

The 50% overlap ensures that each quarter of the imaged region is captured by four images and 

thus providing redundant data for analysis. The single SWLI images were stitched in Vision64 

software to construct the surface topography of the entire PROI. The PROI for the west notch is 

indicated by dash yellow line in Fig. 13.  

The first surface topography image was taken from the pristine sample, i.e., after etching but before 

the test. Based on previous experiments on a similar sample [53, 54], the fatigue load started at 

2800 𝑁 to ensure crack initiation while the sample remains primarily elastic. Given the applied 

load and sample configuration, the stress intensity factor (SIF) was 9.95 𝑀𝑃𝑎.√𝑚 at the beginning 

of the experiment. Throughout the entire fatigue test, the load frequency and ratio were set at 

10 𝐻𝑧 and zero, respectively. The surface topography image of the loaded sample was taken 

immediately after the first cycle and then every 500 cycles afterwards, up to 5,000 cycles. The 

surface topography images were taken when the sample was unloaded. Therefore, the 

deformations measured are mostly plastic but could contain elastic components due to strain 

inhomogeneity. At 5,000 cycles, the fatigue intervals increased to 1,000 cycles for up to 20,000 
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cycles and further increased to 2,000 cycles thereafter. The maximum load was maintained at 

2800 𝑁 until crack initiation was observed at the notch tip at around 60,000 cycles. The crack 

was grown 100 𝜇𝑚 over an additional 30,000 cycles, until it turned into a dominant crack in front 

of the notch tip. During this period, i.e., from 60,000 to 90,000 cycles, the SIF was allowed to 

gradually increase to 10.12 𝑀𝑃𝑎.√𝑚. For this purpose, the test was stopped every 1,000 cycles 

to capture the surface profile image and measure the crack length. The load level was then adjusted 

accordingly to ensure the plastic zone was not grown more than 5% of the previous interval [54, 

147]. After 90,000 cycles, the fatigue interval was reduced to 500 cycles and the SIF was 

maintained at 10.12 𝑀𝑃𝑎.√𝑚. To maintain a SIF of 𝐾 ൌ 10.12 𝑀𝑃𝑎.√𝑚, a load shedding 

scheme was adopted by measuring the crack length at each interval and adjusting the load 

accordingly. During the crack length inspection, multiple arresting/pinning locations, i.e., 

locations where the crack tip stops propagating for a certain period of time, was observed. The 

pinning period provides the opportunity to study morphological events in front of the crack tip 

before the crack is released. When the crack propagation was arrested, the fatigue interval was 

further reduced to 250 cycles after 114,000 cycles, leading to a finer temporal resolution.  At 

125,000 cycles, the crack tip reached 215 𝜇𝑚 in front of the notch and was arrested at this location 

for 4,500 cycles. This location is marked by ‘A’ in Fig. 13. An area of 0.45 ൈ 0.42 𝑚𝑚ଶ in front 

of point ‘A’ was analyzed in depth for predicting the crack propagation path. This sub-region is 

termed Region of Interest (ROI) and is illustrated by red dash square in Fig. 13. Considering the 

50% overlap, this ROI covers 30 single SWLI images which were analyzed by the image 

processing technique described below. Crack path prediction was carried out when the crack was 

pinned at A and at a second pinning location D.  
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Fig. 13 The primary region of interest (PROI) surrounding the notch tip and the region of interest (ROI) for crack path 
prediction. Crack path prediction was carried out when the crack tip was arrested at ‘A’ and ‘D’. 

 

3.2.3 Image Processing and DIC  
 

The acquired SWLI surface topography images were processed to obtain surface height change 

and 2D strain field using DIC, similar to what was described in our previous study [145]. Since 

stitching the single images generates artifacts in the form of vertical and horizontal bands in 

overlapped areas [41, 54], the image processing was performed on single SWLI images. After 

obtaining the surface height difference and 2D strain components, i.e., 𝜀௫௫, 𝜀௬௬, and 𝜀௫௬, in each 

single SWLI image, a consolidation scheme was followed to integrate the results into a global 

frame that encompasses the entire ROI. For this purpose, a global coordinate was defined where 

the bottom left corner of the ROI was considered as the global origin. In addition, a local coordinate 

was defined within each single image and the bottom left corner of the image was designated as 

the local origin. The global coordinate of the identified correlation points in each single image was 
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then determined by 𝑋௚ ൌ 𝑥௟ ൅ 𝑥௥௘௟, and 𝑌௚ ൌ 𝑦௟ ൅ 𝑦௥௘௟ where 𝑥௟ and 𝑦௟ indicate the local 

coordinates within the image while 𝑥௥௘௟ and  𝑦௥௘௟ accounts for the relative coordinate of the local 

origin with respect to the global origin. Since the identified correlation points in different fatigue 

intervals might not be the same, it is essential to have a unanimous map of points to compare strain 

distribution/variation in different cycles. For this purpose, based on the density and distribution of 

the identified correlation points, a grid network was constructed across the ROI. The average 

density of the identified correlation points was approximately 6.35 ൈ 10ହ 𝑚𝑚ିଶ, i.e.,   130,000 

points within the 0.45 ൈ 0.42 𝑚𝑚ଶ ROI. Thus, the increment spacing, i.e., the distance between 

grid points, was established to be roughly 1.2 𝜇𝑚, i.e., 3 𝑝𝑖𝑥𝑒𝑙𝑠, in both 𝑥 and 𝑦 directions. The 

global coordinate of the correlation points and their corresponding strain values at each fatigue 

interval are then mapped over the grid network to obtain the strain distribution across the entire 

ROI. Similarly, the surface height difference in each single image has been calculated by 

subtracting the topography image in the deformed state from its corresponding reference image, 

i.e., the image taken after the 1st cycle. The height difference across the ROI is then obtained by 

mapping over the defined global frame.  

3.3 Results 
 

The SEM image and surface topography around the crack path within the ROI at the end of the 

experiment are depicted in Fig. 14(a) and (b), respectively. A few characteristic locations are 

marked along the cack path. The capital letters show the major pinning locations at where the crack 

propagation was arrested, and the lowercase letters show sharp turns along the path. After the crack 

was released from ‘A’, crack branching is observed at the location marked by letter ‘b’. The lower 

branch is where the crack eventually continues to propagate to arrive at the location marked by 
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‘c’. At this location, the crack was pinned for a short period of 750 cycles. The crack then branches 

and subsequently merges to arrive at the location marked by ‘D’ at 163,500 cycles. As the test 

continued to higher fatigue cycles, the lower branch is observed to be the main crack path as 

evident by the SEM image in Fig. 14(a). The crack was arrested at ‘D’ for 6,000 cycles. Given 

this extended pinning time, the area from ‘D’ to the end of original ROI, i.e., 0.39 ൈ 0.42 𝑚𝑚ଶ, 

was considered for the second-round of data analysis. The crack was released from ‘D’ at 169,500 

cycles and then took a sharp turn at ‘e’.  While a short branch was observed near this point, the 

crack continued to propagate toward ‘f’. The crack then changed its direction to move upward 

followed by another sharp turn at ‘g’. Although significant slip band formation was observed in 

front of this point, the crack propagated toward ‘h’ along a straight line making a roughly 45° 

angle with the slip bands. The crack took another upward sharp turn at ‘h’ and propagated along 

the slip bands toward ‘i’. After a sharp turn and a short propagation after ‘i’, the crack followed a 

relatively straight line that is perpendicular to the loading direction, indicating that the crack is less 

sensitive to local microstructures. The surface topography in Fig. 14(b), shows a significant surface 

roughening and height variation around the crack path. In addition, multiple “hills’, i.e., localized 

areas with substantially higher surface height than their surroundings, is observed. These hills are 

formed due to the accumulation of plastic deformation around the crack tip during the crack 

arresting period, e.g., at ‘A’, ‘c’, ‘D’, ‘g’, ‘h’, ‘i’. The strain localization and surface topography 

change during the crack tip arresting period at ‘A’ and ‘D’ is investigated to predict the crack 

tortuous path. 
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Fig. 14 (a) SEM image and (b) surface topography around the crack path within the ROI at the end of the experiment. 
Capital letters show the investigated pinning locations and lowercase letters show the sharp turns 

 

Using the obtained global strain fields from DIC, the effective plastic strain, which has been 

considered as a damage index in ductile materials [43, 56, 58, 63, 145], is calculated as: 

𝜀௘௙௙ ൌ ඨ
2
3
ሺ𝜀௠,௡ ൈ 𝜀௠,௡ሻ ,                               𝑚,𝑛 ൌ 1,2,3 3.1 

where the in-plane strain components, 𝜀௫௫, 𝜀௬௬, and 𝜀௫௬ are directly obtained from DIC. The out-

of-plane normal strain, 𝜀௭௭, was determined assuming plane stress condition and plastic 

incompressibility, i.e., 𝜀௭௭ ൌ െሺ𝜀௫௫ ൅ 𝜀௬௬ሻ, while the out-of-plane shear strains, 𝜀௫௭ and 𝜀௬௭ were 

assumed to be zero following the same practice in [43, 56, 58, 63, 145].  

The effective plastic strain and the height difference across the ROI when the crack was first 

observed arrested at ‘A’ is depicted in Fig. 15(a) and (b), respectively. The high strain regions at 

the top and bottom right corner, separated by white dash line, are commonly known as 

heterogenous strain lobes in the crack wake. These plastic strain accumulation lobes extend well 

beyond the crack tip, i.e., the front of the upper lob is roughly 200 𝜇𝑚 ahead of the crack tip. Since 

these strain lobes do not represent the plastic strain accumulation directly ahead of the crack tip, 
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they cannot be used to predict the crack propagation path. Thus, the effective plastic strain and 

surface height difference right in front of the crack tip is used to predict the future crack path, 

which is marked by the black dash line. At first glance, the future crack path does not seem to 

correspond to the highest strain or height difference regions in front of the crack tip. Thus, for an 

in-depth quantitative evaluation, a damage index map is constructed to investigate the intensity of 

the effective plastic strain and surface roughness change.  

 

Fig. 15 (a) Effective plastic strain and (b) surface height difference across the ROI when the crack tip was arrested at 
‘A’. The overlaid dash line shows the future crack path. 

3.3.1 Damage index map construction  
 

The damage index map is first constructed over the ROI for effective plastic strain and surface 

roughness change separately, by segmenting the ROI into 50 ൈ 50 pixel, i.e., 18.3 ൈ 18.3 𝜇𝑚ଶ, 

subsets. This results in a total of 483 susbets, i.e., 23 ൈ 21 subset in horizontal and vertical 

direction, respectively. The mean value of the effective plastic strain and surface height difference 

is then calculated in each subset to construct the damage index map. A single damage index map, 

constructed at a particular fatigue interval, may not yield a reliable prediction as it does not count 
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for the accumulative effect of the surface topography change over the entire arresting period [5]. 

Thus, a compound damage index (CDI) is calculated as 

𝐶𝐷𝐼 ൌ 𝐷௜௡ ൅෍𝑊௝𝐷௝

ே

௝ୀଵ

 3.2 

where 𝐷 denotes the damage indicator, e.g., averaged effective plastic strain or surface roughness 

change. 𝐷௜௡ is the initial damage index, obtained by comparing the first surface topography image 

when the crack was pinned to the reference image, i.e., the image taken after the 1st cycle. The 

summation term accounts for the accumulation of the damage index during the crack tip arresting 

period. Assuming a total of 𝑁 fatigue intervals during the crack pinning period, 𝐷௝ is the damage 

index at each fatigue interval 𝑗. 𝑊௝ is the weight coefficient calculated by dividing the average of 

the damage index at each interval, i.e., 𝐷ഥ௝, to the sum of the averaged damage indices over all 

fatigue intervals as 

𝑊௝ ൌ
𝐷ഥ௝

∑ 𝐷ഥ௝௝
൘  3.3 

The 𝐶𝐷𝐼, in each subset is then normalized with respect to the maximum value of the compound 

index, i.e.,  𝑚𝑎𝑥ሺ𝐶𝐷𝐼ሻ, as  

𝐶𝐷𝐼෢ ൌ 𝐶𝐷𝐼
𝑚𝑎𝑥ሺ𝐶𝐷𝐼ሻ ൗ  3.4 

Thus, 𝐶𝐷𝐼෢ ఌ and 𝐶𝐷𝐼෢ ோ௔ represent the compound damage indices calculated from the effective 

plastic strain and surface roughness change, respectively. Finally, the combined effective plastic 

strain-surface roughness damage index is defined as the multiplication of these two normalized 

damage indices, i.e.,  
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𝐶𝐷𝐼෢ ௖௢௠ ൌ 𝐶𝐷𝐼෢ ఌ ൈ 𝐶𝐷𝐼෢ ோ௔ 3.5 

The three damage index maps are illustrated in Fig. 16(a)-(f). The top and bottom rows show the 

damage index maps when the crack was pinned at ‘A’ and ‘D’, respectively. The highest intensity 

subsets of the  𝐶𝐷𝐼෣ఌ map belong to the crack wake that do not correspond to future crack path. 

Thus, only the high intensity area directly ahead of the crack tip is considered for crack path 

prediction. Note that the 𝐶𝐷𝐼ఌ damage index in eq. 3.4 is normalized with respect to the maximum 

index in front of the crack tip, i.e., subset with maximum intensity outside the strain lobe boundary. 

Both  𝐶𝐷𝐼෣ఌ maps show a high strain accumulation area right in front of the crack tip. This high 

strain accumulation area narrows down as it moves away from the crack tip at ‘A’ while ends up 

with three branches of strain accumulation as it moves away from the crack tip at ‘D’. The 𝐶𝐷𝐼෢ ோ௔ 

maps show a few subsets with significantly higher intensity in the fatigue process zone, i.e., the 

region close to the crack tip, which broadens to lower intensity subsets as it moves away from the 

crack tip. In comparison, the intensity distribution in 𝐶𝐷𝐼෢ ௖௢௠ map is similar to the 𝐶𝐷𝐼෢ ோ௔ in areas 

close to the crack tip. In farther regions, the surface roughness index does not provide a localized 

pattern and gradually levels off. The effective plastic strain, in addition to low degree of 

localization pattern close to the crack tip, might display multiple accumulation sites in far regions, 

e.g., branching in Fig. 16(d). Although this branching may result in uncertain prediction by  𝐶𝐷𝐼෣ఌ 

map, when combining with the 𝐶𝐷𝐼෢ ோ௔, it contributes to a balanced 𝐶𝐷𝐼෢ ௖௢௠ map that enhances 

localization in farther regions from the crack tip. Note that the 𝐶𝐷𝐼෢ ௖௢௠ map is much less noisy 

than the other two DI maps. At far region beyond column 11, the relative intensity of 𝐶𝐷𝐼෢ ௖௢௠ for 

most subsets are near zero. The other two DI maps, on the other hand, have relatively high intensity 

subsets, especially for  𝐶𝐷𝐼෣ఌ, even at regions far away from the crack tip. 
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Fig. 16 (a)  𝐶𝐷𝐼෣ఌ (b) 𝐶𝐷𝐼෢ ோ௔ and (c) 𝐶𝐷𝐼෢ ௖௢௠ damage index maps when the crack was arrested at ‘A’, and (d)  𝐶𝐷𝐼෣ఌ, (e) 
𝐶𝐷𝐼෢ ோ௔ and (f) 𝐶𝐷𝐼෢ ௖௢௠ damage index map when the crack was arrested at ‘D’. The x- and y- labels represent the 
number of subset columns and rows, respectively.  

 

3.3.2 Crack path prediction algorithms 
 

The future crack propagation paths were predicted using two approaches, i.e., the “highest 

intensity” and “confidence threshold” approach. The highest intensity approach predicts the future 

crack path by connecting the center of the subset having the highest intensity in each column of 

the damage index map while the “confidence threshold” approach assumes the crack most likely 

passes though the subsets whose damage index is above a confidence threshold.  

The highest intensity approach is demonstrated in Fig. 17(a) using the 𝐶𝐷𝐼෢ ௖௢௠ map as an example. 

Nine columns of subsets in front of the crack pinning location ‘A’ are marked using a number and 

an arrow. The center of the subset having the highest intensity within each column is indicated by 

a black circle. The crack path is then predicted by connecting the marked center with a white solid 



49 

 

or dash line. Notice that the predicted crack path near the crack tip, as marked by the white solid 

line, only swings by a few subsets vertically. In contrast, the predicted crack path further away 

from the crack tip, as marked by the white dash line, swings widely. The vertical swing of the 

predicted crack path may indicate high prediction uncertainty, as discussed in the next paragraph. 

The “confidence threshold” approach is based on the statistic distribution of the damage index 

intensity in each column [54]. Assuming lognormal distribution, the subsets whose damage index 

is above a confidence threshold are assumed to contain the future crack path. As an example, the 

histogram of the 𝐶𝐷𝐼෢ ௖௢௠  distribution in columns #4 and #5 are plotted and fitted to a lognormal 

distribution, as shown in Fig. 17(b). The 90-percentile confidence threshold is marked on the plot 

and the number of subsets with intensities higher than the threshold are identified. The same 

procedure was applied to all columns and the 𝐶𝐷𝐼෢ ௖௢௠ map with 90-percentiele confidence is 

depicted in Fig. 17(c). The subsets with intensities below 90-percentile are filtered which appears 

as dark blue with zero intensity. Using the remaining subsets above the threshold, a prediction 

envelope can be defined, as marked by the white dash lines in Figure 17(c). For this purpose, the 

upper boundary of the envelope is generated by connecting the center of the upper edge of the top 

subsets. Similarly, the lower edge of the envelope is generated by connecting the center of the 

lower edge of the bottom subsets. Unlike the highest intensity approach, the crack path is expected 

to propagate within the prediction envelope instead of the center of the highest intensity subset. 

The prediction envelope might be discontinuous or have different branches, as in the case of 

column #4, #7 and #8 in Fig. 17(c). The implication of a discontinuous envelope is discussed in 

the next paragraph.  
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Fig. 17 (a) Predicted crack path based on the highest intensity approach using 𝐶𝐷𝐼෢ ௖௢௠, (b) histogram of subset intensity 
distribution in column 4 and 5 and their fittings to lognormal distribution and (c) subsets whose 𝐶𝐷𝐼෢ ௖௢௠ intensity is 
within the 90-percentile confidence threshold.  

Using the highest intensity approach, the predicted propagation path by the three damage indices 

when the crack was pinned at ‘A’ are compared with the actual crack path in Fig. 18(a). The 

predicted paths based on  𝐶𝐷𝐼෣ఌ, 𝐶𝐷𝐼෢ ோ௔ and 𝐶𝐷𝐼෢ ௖௢௠ are illustrated by dark blue, orange, and red 

dash lines, respectively. As discussed previously, the crack path predicted by 𝐶𝐷𝐼෢ ௖௢௠ has a small 

vertical swing before the 9th column but swings widely after. In comparison, the actual crack path, 

while meandering, does not deviate significantly from its path. Therefore, a wide swing of the 

predicted crack path further away from the crack tip indicates high prediction uncertainty. As such, 

only the prediction path constructed from the first 9 columns, i.e., 165 mm in front of the crack 

tip, are shown in Figure 18. The prediction by  𝐶𝐷𝐼෣ఌ, represented by the blue dash line, barely 

matches with the actual crack path and swings around it. The prediction by 𝐶𝐷𝐼෢ ோ௔, represented by 

the orange line, matches with the actual crack path in the first four columns and then starts to 

deviate from the crack path and misses the crack turns thereafter. The prediction by 𝐶𝐷𝐼෢ ௖௢௠ map, 

represented by the red dash line, however, is closely matched with the actual crack path throughout 
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the first eight columns, but slightly deviates at the ninth columns. The prediction error may be 

contributed by the small branching at ‘e’. To quantitatively evaluate the prediction accuracy, the 

distance from the center of the highest intensity subset to the actual crack path, measured in subset, 

are shown in Fig. 18(b).  Since the damage index is calculated over a subset, the resolution of the 

prediction is therefore one subset, i.e., 18.3 𝜇𝑚. As shown in Figure 18(b), the prediction error by 

 𝐶𝐷𝐼෣ఌ could be as small as one subset, e.g., at Col. #1 or up to two subsets, e.g., at Col. #2. After 

the 4th column, the  𝐶𝐷𝐼෣ఌ prediction shows a close match with the actual crack path and the error 

reduces to less than one subset on average. The prediction error by 𝐶𝐷𝐼෢ ோ௔ in the first four columns 

are less than one subset. After the 4th column, i.e., 74 𝜇𝑚 ahead of the crack tip, the prediction 

error may increase up to three subsets, e.g., at column #7 and #8. The crack path predicted by the 

𝐶𝐷𝐼෢ ௖௢௠ deviates from the actual crack path by 1 subset or less with an average prediction error of 

0.34 subsets for the first eight columns. At the ninth column, the prediction error is close to 2 

subsets. 

A similar analysis was performed when the crack was arrested at ‘D’, as shown in Figure 18(c) 

and 7(d). Since a small deviation was observed at the 10th column followed by a wide swing in the 

predicted path, the prediction is investigated up to 9 columns. The  𝐶𝐷𝐼෣ఌ prediction error can be as 

small as one subset but can reach a maximum of three subsets. The 𝐶𝐷𝐼෢ ோ௔ error is smaller than 0.5 

subset in the first four columns, but the prediction error increases up to 2.2 subsets afterwards. 

Finally, the prediction by 𝐶𝐷𝐼෢ ௖௢௠ map shows a perfect match with the actual crack path throughout 

the nine columns. The average prediction error is as small as 0.12 subset, i.e., 2.1 𝜇𝑚. For both 

cases,  𝐶𝐷𝐼෣ఌ produces relatively large prediction errors. Furthermore, the prediction errors are not 

strongly correlated to the distance between the prediction location and the crack tip. 𝐶𝐷𝐼෢ ோ௔ has 

relatively small prediction errors at locations near the crack tip but the error increases at locations 
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that are further away from the crack tip. 𝐶𝐷𝐼෢ ௖௢௠, which combines  𝐶𝐷𝐼෣ఌ and 𝐶𝐷𝐼෢ ோ௔, produces the 

errors that are mostly within 1 subset. It also accurately predict the future crack path the furthest.  

 

Fig. 18 Crack path prediction based on the highest intensity approach when the crack tip (a) arrested at ‘A’ and (b) 
the prediction error and when the crack tip was (c) arrested at ‘D’ and (d) the prediction error. 

Using the confidence threshold approach, the crack path prediction envelopes by the three damage 

indices with 80, 90 and 95-percentile thresholds is illustrated in Fig. 19. The top row illustrates the 

prediction envelopes when the crack was arrested in ‘A’ and the bottom row is when the crack was 

arrested at ‘D’. 
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Fig. 19 (a)  𝐶𝐷𝐼෣ఌ   (b) 𝐶𝐷𝐼෢ ோ௔ and (c) 𝐶𝐷𝐼෢ ௖௢௠ prediction envelopes with 80, 90 and 95-percentile confidence thresholds 
when the crack was arrested at ‘A’, and (d)  𝐶𝐷𝐼෣ఌ, (e) 𝐶𝐷𝐼෢ ோ௔ and (f) 𝐶𝐷𝐼෢ ௖௢௠  prediction envelopes with 80, 90 and 95-
percentile confidence thresholds when the crack was arrested at ‘D’.  

As expected, the 80-percentile threshold, represented by the blue lines, produces the largest 

envelope and thus the largest uncertainty in prediction. Although the 80-percentil envelope 

contains the actual crack path for all cases, it does not accurately predict the turns along the 

tortuous crack path. Increasing the confidence threshold to 90 or 95 percentile narrows down the 

prediction envelope but could lead to discontinuous envelope. For example, when the crack tip 

was arrested at ‘A’, the 90-percentile prediction envelope of  𝐶𝐷𝐼෣ఌis discontinuous in the first three 

columns with inaccurate prediction in the 2nd column and no prediction in the 3rd column. From 

the 4th column, the 90-percentile  𝐶𝐷𝐼෣ఌ  envelope enclosed the crack path and was able to predict 

the bend at ‘c’. When the threshold is increased to 95-percentile, the 𝐶𝐷𝐼෣ఌ  envelope fails to predict 

the crack path in the first five columns but accurately predicts the crack path, especially the bend, 

after the 5th column. On the other hand, the 90 and 95-percentile 𝐶𝐷𝐼෢ ோ௔ envelopes, shown in Fig. 

19(b), provide an accurate prediction in the first five columns, i.e., near the crack tip, and captured 
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the crack branching at ‘b’ and subsequent bending at ‘b’ and ‘c’. However, after the 5th column, 

the 90-percentile 𝐶𝐷𝐼෢ ோ௔ envelope shows multiple prediction branches that deviate far from the 

actual crack path. The 95-percentile 𝐶𝐷𝐼෢ ோ௔ envelope has no prediction at all. Compared to 𝐶𝐷𝐼෣ఌ 

and 𝐶𝐷𝐼෢ ோ௔, the 90 and 95-percentile thresholds of the 𝐶𝐷𝐼෢ ௖௢௠ produce remarkably enhanced 

prediction in Fig. 19(c). The prediction envelopes narrow toward the actual crack path while 

remain continuous throughout the entire eight columns, i.e., 148 𝜇𝑚. The crack path lies within 

the prediction envelopes and the crack turns at ‘b’, ‘c’, and ‘e’ was perfectly predicted by the 95-

percentile confidence threshold. Similarly, when the crack was pinned at ‘D’, the 80-percentile 

 𝐶𝐷𝐼෣ఌ  map gives a wide envelope at the beginning, as shown in Figure 19(d). However, unlike Fig. 

19(a), the prediction envelope branches into three directions, indicated by 𝑆1, 𝑆2 and 𝑆3, with 

only S2 closely matching the actual crack path. The 90 and 95-percenitle  𝐶𝐷𝐼෣ఌ envelope show 

multiple branches in the first four columns with significant inaccuracy and uncertainty. The 90-

percentile  𝐶𝐷𝐼෣ఌ envelope ends up with two branches at S2 and S3 with no further insight into the 

most critical region between these spots. The 95-percentile  𝐶𝐷𝐼෣ఌ envelope converges to S3 which 

is not the actual crack propagation path. Figure 19(d) indicates that  𝐶𝐷𝐼෣ఌ is not a suitable damage 

index for crack path prediction. The 𝐶𝐷𝐼෢ ோ௔ prediction shown in Figure 19(e) demonstrate a similar 

trend to that of Fig. 19(b), where the 90 and 95-percentile envelopes produce an accurate 

estimation of the crack path up to the fifth column but show either inaccurate or lack of prediction 

afterwards. Again, the 𝐶𝐷𝐼෢ ௖௢௠ map produces a remarkably improved prediction for all three 

confidence thresholds, as shown in Figure 19(f). There is no discontinuity in the prediction 

envelopes and even the 80-percentile envelope was able to predict the crack turn at ‘e’ and ‘f’. The 

90 and 95-percentile 𝐶𝐷𝐼෢ ௖௢௠ present a perfect prediction where the actual crack path does not fall 

out of the envelope boundaries, i.e., no prediction uncertainty or inaccuracy is observed. 
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Interestingly, the 95-pecentile envelope was able to predict all the crack turns throughout the nine 

columns, i.e., 165 𝜇𝑚, at ‘e’, ‘f’, ‘g’, ‘h’, and ‘i’. In addition, the prediction by all three confidence 

thresholds converged to the actual crack path at 𝑆2, providing a more reliable identification of the 

damage accumulation regions that the crack will likely propagate through. At both crack pinning 

locations, the combined damaged index, 𝐶𝐷𝐼෢ ௖௢௠, accurately predicted the tortuous crack path with 

sharp turns for an average of approximately 150 𝜇𝑚 ahead of the crack tip. This is at least 60 𝜇𝑚 

longer than the best prediction provided by the surface roughness damage index in current study 

and that of reported in [54] for the same material. Even though the results for only two crack 

pinning locations are discussed, other pinning locations were analyzed and produced similar results 

and thus are not reported to avoid redundancy.  

A few additional aspects worth discussing are: 

Correlation with microstructure: despite numerous efforts by the fatigue community, the 

correlation between the microstructure and fatigue damage development remains to be 

unconclusive and under active research. In our recent study on a tensile polycrystalline sample 

[145], we observed a correlation between damage accumulation spots identified by the combined 

damage index and local microstructure, such as grain orientations that favor “sunken” deformation 

and large misorientation with neighbor grains. Since the microcrack front is affected by the local 

microstructure in the immediate vicinity [54],  a comprehensive microstructure study in the future 

may shed lights on the correlation between the proposed combined damage index and 

microstructure.  

Temporal resolution: fatigue crack growth is an intermittent phenomenon; the crack may be 

pinned at a location for an extended period and experience rapid growth upon releasing from the 
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pinning until it reaches the next pinning location. In this study, we studied crack path prediction at 

two pinning locations, i.e., ‘A’ and ‘D’. The crack tip was pinned for 4,000 cycles a ‘A’ and the 

crack path was predicted 148 𝜇𝑚 ahead of the crack tip. The crack tip was pinned for 6,000 cycles  

at ‘D’ and the prediction length was slightly improved to 165 𝜇𝑚. In general, the crack path near 

the crack tip can be predicted immediately when the crack is pinned. The crack path further away 

from the crack tip, however, may take some time for the surface topography change and plastic 

strain accumulation to intensify. The predictable crack length, therefore, depends on the pinning 

duration and the microstructures in front of the crack tip. For both cases, the crack lengths predicted 

are longer than the distances between the current and next pinning locations. Prediction error, such 

as that at the 9th column when crack tip is pinned at ‘A’, can be corrected at the next pinning 

location, i.e., at ‘A’. As such, the entire crack path can be reliably predicted by tracking the 

combined DI at the pinning locations along the crack path.  On the other hand, surface morphology 

changes also take place when the crack propagates between the pinning locations.  The divergence 

behavior of the combined DI, as discussed in our previous research [40], may be able to account 

for damage development and accumulation during this transient state and thus may be used for 

crack path prediction without relying on crack pinning.  

Out-of-plane shear strain: The surface roughness change which accounts for out-of-plane plastic 

deformation, is contributed by both normal and shear strains, i.e., 𝜀௭௭, 𝜀௫௭ and 𝜀௬௭. However, it is 

not clear how these components contribute to the surface topography change individually. 

Calculating out-of-plane shear strain components ensures a more sophisticated damage index as 

well as providing insight into the mechanism of out-of-plane plastic deformation leading to crack 

initiation and propagation. Theoretically, the out-of-plane strain components may be calculated 

using the three displacement components as 𝜀௭௭ ൌ 𝜕𝑤
𝜕𝑧ൗ  , 𝜀௫௭ ൌ ሺ𝜕𝑤 𝜕𝑥ൗ ൅ 𝜕𝑢

𝜕𝑧ൗ ሻ and 𝜀௬௭ ൌ
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ሺ𝜕𝑤 𝜕𝑦ൗ ൅ 𝜕𝑣
𝜕𝑧ൗ ሻ where 𝑢, 𝑣 and 𝑤 are displacements along 𝑥,𝑦 and 𝑧 direction, respectively, 

and 𝜕𝑢, 𝜕𝑣 and 𝜕𝑤 represent the respective coordinate differences between two locations. 

However, since the displacement is measured on a highly polished surface, the 𝜕𝑧 value, i.e., the 

height difference between two points, is extremely small, leading to large error in out-of-plane 

strain calculation. The surface height difference required for a more accurate out-of-plane strain 

measurement and approaches to reduce error should be investigated in future studies. 

 

3.4 Chapter summary 
 

A combined effective plastic strain-surface roughness damage index is investigated for predicting 

the future propagation path of a microstructurally small crack in a nickel fatigue sample. A 

compound damage index map that accounts for the damage accumulation prior to and during the 

crack tip pinning period was constructed in front of the crack tip. Two prediction algorithms, based 

on the ‘highest intensity subset’ and the ‘statistical confidence threshold’, were developed. The 

combined damage index resulted in a significant enhancement in prediction accuracy, reliability 

and confidence compared to damage indices based on either the effective plastic strain or the 

surface roughness alone. The combined damage index predicted all the sharp turns in the tortuous 

crack path with highest accuracy and confidence, i.e., 95-percentile, for around 150 𝜇𝑚 ahead of 

the crack pinning location, 60 𝜇𝑚 longer than the best prediction by the surface roughness damage 

index. This study also concluded that the effective plastic strain is not a suitable damage index for 

predicting future crack path. The methodology presented in this chapter could enable future study 

on understanding different factors contributing to microcrack propagation, such as in-plane and 

out-of-plane deformations, strains, local microstructures, etc.  
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Chapter 4. Preliminary study of calculating out-of-plane 
shear strain components from surface height variation   

 

 

4.1 Introduction  
 

Various fatigue indicator parameters (FIPs) have been reported for fatigue damage identification 

in ductile materials.  Most FIPs require all six stress/strain components. Some FIPs are particularly 

calculated using shear strain, e.g., Fatemi-Soci parameter, which accounts for maximum cyclic 

plastic shear strain. Since the out-of-plane strain components are difficult to measure 

experimentally, studies relied on simulation based on Crystal Plasticity Finite Element Method, 

CPFEM.  However, due to imperfection in constitutive laws, lack of computation capacity, lack of 

knowledge of the microstructure underneath the surface and simplifications, the FE models cannot 

capture the material behavior faithfully and thus rarely have been verified experimentally.  

The experiments have been focusing on plastic strain accumulation and surface morphology 

change to identify damage initiation and crack propagation in ductile materials. The grain scale 

strain accumulation has been investigated using Digital Image correlation based on high 

magnification optical interferometry or SEM. Using these techniques, the gain scale strain 

accumulation has been correlated with crack initiation sites [41, 72, 73, 160, 161], presence of 

voids [78], slip band formation [41, 42, 128, 158], and microstructure features such as grain 

misorientation [22, 76, 99] and Schmid factor [64, 66, 162]. However, these studies either focused 

on in-plane strain components and thus overlooked the out-of-plane plastic deformation or were 

merely concerned with out-of-plane features such as extrusion/intrusion height measurement and 

surface roughness change.  Other optical techniques, such as 3D DIC using X-ray tomography and 



59 

 

stereovision DIC can measure both in-plane and out-of-plane deformation. Although these 

techniques have been successfully implemented to measure 3D strain components at the surface, 

there are limitations associated with high magnification measurements. These 3D techniques 

require at least two cameras to be calibrated and synchronized spatially at a certain angle with 

respect to the sample surface. For high magnification measurements, camera lenses need to be very 

close to the sample surface, imposed by the focal length. However, placing multiple cameras in a 

tight space may not be feasible. As such, these studies were performed in low resolution on 

materials with large single/oglio crystals or polycrystalline materials with relatively large grains. 

Additionally, the low magnification of these 3D techniques, may not be sufficient to capture 

plasticity induced surface roughness change which could be in order of tens of nanometers.  

The proposed surface topography based Digital Image Correlation in previous chapters enables 

both in-plane and out of plane displacement measurement at the surface using one single optical 

lens. The 3D displacement values at the surface and their 3D coordinate can be used in theoretical 

strain-displacement relationship to calculate all six strain components. However, due to highly 

polished samples, the height difference between points is extremely small leading to large errors 

in out-of-plane shear strain calculation. In this chapter, we suggest a methodology that can be used 

in future studies to calculate a threshold value of height difference for error reduction associated 

with out-of-plane shear strain estimation. First, 2D strain/displacement calculation approach based 

on discrete differentiation, i.e., theoretical strain-displacement relationship, is compared with 2D 

FEM simulation. The verified 2D strain/displacement components can be later used in 3D strain-

displacement relationship to calculate out-of-plane shear strain. However, the problematic height 

difference threshold value must be identified through 3D FEM simulation. A methodology for the 

3D FEM approach will be suggested at the end of this chapter that can be used in future studies.  
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4.2 Methodology  
 

Theoretically, if displacement and spatial coordinate of points are known, the 3D strain 

components can be calculated using the following set of equations: 

Normal components 

𝜀௫ ൌ
𝜕𝑢
𝜕𝑥

 

𝜀௬ ൌ
𝜕𝑣
𝜕𝑦

 

𝜀௭ ൌ
𝜕𝑤
𝜕𝑧

 

 4.1 

Shear components 
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ሻ 
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൰ 

𝛾௬௭ ൌ ൬
𝜕𝑣
𝜕𝑧

൅
𝜕𝑤
𝜕𝑦
൰ 

 

Where 𝑢, 𝑣 and 𝑤 are displacement in 𝑥, 𝑦 and 𝑧 direction, respectively and 𝜕𝑥,𝜕𝑦 and 𝜕𝑧 are 

distance between the coordinates of wo locations. In the previous section, the proposed surface 

topography based DIC technique provided spatial coordinate of the correlation points at the surface 

along with its corresponding in-plane and out-of-plane displacement, i.e., height change.  Thus, 

the in-plane normal and shear strain components, i.e., 𝜀௫, 𝜀௬ and 𝛾௫௬, have been readily calculated 

using the in-plane displacement and 𝑥𝑦 coordinate of the identified correlation points. The out-of-

plane normal strain component, i.e., 𝜀௭, has bee calculated based on plane stress assumption and 

plastic incompressibility, i.e., 𝜀௭ ൌ െሺ𝜀௫ ൅ 𝜀௬ሻ. For calculating the out-of-plane shear strain 

components i.e., 𝛾௫௭ and 𝛾௬௭ using eq. 4.1, the in-plane displacement components, i.e., 𝑢, 𝑣 and 

out-of-plane height variation, 𝑤, are already obtained by DIC. Additionally, the distance between 

two coordinates in 𝑥𝑦 plane has been already established using the grid network in previous 

chapters. The only problematic component is the height difference between two points, i.e., 𝜕𝑧.  
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For highly polished samples, the height difference between adjacent points is extremely small 

leading to small denominator and thus large errors in strain calculation. As such, it is important to 

find a threshold value in height difference to achieve a more accurate estimation of out-of-plane 

shear strain. For this purpose, one approach is to employ Finite Element Method to study and 

verify this threshold value of height difference through simulation. A 3D FE model can provide 

all three displacement vectors and six strain components at each node. Then, using displacement 

components and their coordinate, the out-of-plane strain components can be calculated by eq. 4.1 

and compared to the surface strain components directly obtained from FEM. By adjusting the 

height variation, i.e., surface roughness, a threshold value of height difference between two points 

that reduces error associated with out-of-plane shear strain calculation can be estimated. However, 

first the 2D strain calculated from discrete differentiation using strain-displacement relationships 

should be verified with FEM in the following section.  

4.3 Finite Element Simulation  
 

4.3.1 2D verification approach    
 

A 2D FE simulation is performed to compare and validate the results directly obtained from FEM 

with those calculated by using eq. 4.1. Note that FEM calculates the nodal displacement which is 

subsequently used to calculate the strain distribution within elements through shape function 

interpolation. Since a node can be shared by different adjacent elements, the final strain value is 

the average of the nodal strains obtained from connected/neighbor elements. On the other hand, 

the displacement-strain relationship, i.e., eq. 4.1, calculates strain using the displacement 

derivative with respect to coordinates. When eq. 4.1 is applied to discrete points, two respective 

points must be aligned in the same direction that the partial derivative is performed, e.g., when 
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calculating 𝜕𝑢 𝜕𝑥ൗ , the two points are aligned along the 𝑥 direction. If the two points are not aligned 

in the same direction, a new point should be defined along the same direction and the displacement 

value at the defined point should be evaluated through interpolation. For this purpose, a grid 

network of points is defined over the region of interest, and the displacement values are mapped 

over the network to interpolate the displacement at grid points. Finally, the derivatives, i.e., eq. 

4.1, are used to calculate the strain using the displacement at grid points. Since interpolation 

technique is an approximation in nature and depends on various factors such as number of data 

points, interpolation function, etc., it might add up to calculation error. Thus, it is imperative to 

validate the results in 2D and study the discrepancies between these two approaches, i.e., FEM and 

eq. 4.1, before extending to 3D analysis. In this chapter, we validate 2D analysis for two shapes of 

quad element, i.e., Perfect shape and skewed shape. A four-node linear quadrilateral element with 

perfect and skewed shape is illustrated in Fig. 21(a) and (b), respectively.  

 

Fig. 20 A four-node linear quadrilateral element in isoparametric coordinate with (a) perfect and (b) skewed shape  

The isoparametric FE shape functions are defined as follows: 

𝑁ଵ ൌ
ሺ1 െ 𝑠ሻሺ1 െ 𝑡ሻ

4
 4.2 
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𝑁ଶ ൌ
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4
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4
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Where 𝑠 and 𝑡 are local isoparametric coordinates . The 2D stress-strain relations in tensor form is 
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4.3 

 

 The following chain rule is applied to relate derivatives in local coordinate to global coordinate. 
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Thus, the strain-displacement in global coordinate takes the following form: 
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4.5 

 

Where, J, is the Jacobian matrix that accounts for the transformation from local isoparametric coordinate to 

global coordinate and element size and shape distortion. Based on the isoparametric element description, 

the global 𝜀௫ strain is then calculated by  
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1
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ሻ 4.6 
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This equation is further investigated for perfect shape and skewed shape elements.  

 

4.3.2.1 Perfect shape element  
 

In a perfect shape quadrilateral element, i.e., Fig. 21(a), the second term is zero and the equation 
takes the final form as  

 

𝜀௫ ൌ
1

|𝐽|
 ሺ
𝜕𝑦
𝜕𝑡
𝜕𝑢
𝜕𝑠
ሻ 4.7 

 

For a perfect shape quad element, the Jacobian determinant will be a scalar. Note that eq. 4.8 is 

the interpolation function used by FEM to calculate the nodal strain. The nodal displacement 

values are also used in eq. 4.1 to obtain the strain values which will be compared with FEM results.  

4.3.2.2 Skewed shape element  
 

In a skewed shape element, the determinant of the Jacobian matrix is not necessarily a scalar and 

may be a function of local coordinates, 𝑠 and 𝑡. Additionally, the second term, i.e., 
డ௬

డ௦

డ௨

డ௧
, is nonzero 

and has a significant contribution to the strain calculation. Thus, 𝜀௫ remains as complete as: 

𝜀௫ ൌ
1
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𝜕𝑢
𝜕𝑠

െ
𝜕𝑦
𝜕𝑠

𝜕𝑢
𝜕𝑡
ሻ 4.8 

Regardless of the element shape, in a 2D four-node quadrilateral element, each corner node could 

be shared by four elements and therefore its strain value will be an average of interpolations in 

those four elements. If a node is placed in the middle of one edge, then its strain value will be the 

average of the interpolations in two adjacent elements sharing that boundary/edge.  
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4.3.3 2D Result  
 

A 2D rectangular model with perfectly shaped quadrilateral elements has been generated in 

ABAQUS as shown in Fig. 22(a). The enlarged view in Fig. 22(b) shows an element with its nodes 

being numbered counter-clockwise and the displacement vectors demonstrated at each node. The 

FEM calculates the strains at nodes through the shape function interpolation using eq. 4.7. The 

whole model was subjected to a tensile load along x direction and 𝜀௫ strain distribution is depicted 

in Fig. 23. The nodal 𝑥-displacement obtained by FEM, , i.e., 𝑢, is used in strain-displacement 

relationship in eq. 4.1, i.e., 𝜕𝑢 𝜕𝑥ൗ . The discrete derivation is performed by dividing the 

displacement difference to the distance between two nodes, e.g., ሺ𝑢ଷ െ 𝑢ସሻ/∆𝑙, where ∆𝑙௫ is the 

length of the element in 𝑥 direction.  

 

Fig. 21 (a) A 2D rectangular model with perfectly shaped quad elements, (b) magnified view of a few elements.  

 

The nodal strain values obtained from these two approaches, i.e., FEM and direct derivative 

method, are compared and the difference is 1.2% on average with a maximum error of 1.56%.  
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Fig. 22 𝜀௫ strain distribution in the FE model of a rectangular with perfect shape quad elements 

 

A second FEM model is generated with skewed quadrilateral elements as shown in Fig. 24(a) with 

a magnified view of a few elements in Fig. 24(b). The FEM nodal strains are obtained by shape 

function interpolation using eq. 4.8. However, since the nodal points are not aligned in 𝑥-direction, 

i.e., the element is skewed, eq. 4.1 cannot be directly applied to calculate the strain, e.g., ሺ𝑢ଷ െ

𝑢ସሻ/∆𝑙 is not valid. As such, an interpolation procedure has been followed using which 

displacement values are mapped over a grid network and interpolated at grid points. The 

interpolated displacement values are then used in eq. 4.1 to calculate strain at each grid point.  

 

Fig. 23 (a) FEM model with skewed shape quad elements and (b) magnified view of a few elements.  
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The model has been subjected to tensile load and Fig. 25 shows an example of strain distribution 

along 𝑥-direction. Fig. 26(a) depicts a section of the FE model with a grid network mapped over 

the nodal points and Fig. 26(b) shows an enlarged view of four elements within the mapped region. 

The FEM nodes are marked by red points while the grid network is indicated by white points. 

Again, the corner nodes are shared with four elements, e.g., node #2, and each edge is shared 

between two elements. However, the grid points can be located anywhere within the elements 

depending on the size of the data set and increments. Using first approach, i.e., the FEM method, 

the strain values at the middle of the right edge in element #1, is calculated based on the local 𝑠𝑡-

coordinate and then transferred into the global domain using Jacobian and isoparametric 

transformation. Since this location is shared with a neighbor element, the same calculation is 

performed for the second element and the two strain values are averaged. Using the second 

approach, i.e., derivatives in eq. 4.1, to estimate the stain at the middle of the edge, first a grid 

point must be defined at that exact location. Then, the displacement is interpolated at this and other 

grid points along the 𝑥-direction. The displacement and coordinate of two consecutive grid point 

is then used in eq. 4.1 to obtain  𝜀௫. In Fig. 26(b) a gird point has been carefully defined at the 

middle of the edge. Using the interpolated value of displacement at this location, 𝑢௚3, and another 

proceeding/preceding location along the 𝑥-direction, e.g., 𝑢௚2, and having the distance between 

their coordinates, i.e., ∆𝐿௚, the strain value is calculated using eq. 4.1, i.e., ሺ𝑢௚3 െ 𝑢௚2ሻ/∆𝐿௚. 
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Fig. 24 𝜀௫ strain distribution in a 2D model with skewed shape quadrilateral elements 

 

 

Fig. 25 (a) Grid network mapped over the nodal points for displacement interpolation (b) enlarged view of FEM 
nodes and grid points within the elements  

Using FEM, the strain at all grid points has been evaluated through interpolation based on shape 

function and local 𝑠𝑡-coordinates of grid points. Similarly, the interpolated displacement values at 

all grid points have been directly used in eq. 4.1 for strain calculation. 𝜀௫ results have been 

compared and the difference between the two methods is reduced to 14.2% for the current model 

with a maximum error of 17.6%. Multiple factors might contribute to the observed discrepancy 
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between two approaches. First, the FEM uses shape functions and interpolation to calculate the 

strain distribution within each element including edge nodes. The same calculation is performed 

in each neighbor element that shares the same node/edge. The nodal strain values calculated by all 

elements are then averaged and presented as the final strain value at the target node. As the 

skewness of the elements increases, the strain calculated in an element might be significantly 

different to that of calculated in a neighbor element sharing the same node. Thus, the error in 

averaging increases significantly. There is also some error associated with the second approach, 

i.e., discrete differentiation. Since a grid point network is mapped over the nodal points, the number 

of nodes, grid point increment, and parameters of interpolation function affects the accuracy of the 

interpolation.  One way to improve the results is generating an FEM model with finer mesh which 

results in a larger number of nodes. This allows increasing the number of points in the grid 

network, i.e., reducing the increments, for obtaining an enhanced displacement interpolation at 

grid points.  

The verified 2D strain/displacement calculation approach using discrete points can be extended to 

3D strain-displacement relationship in eq. 4.1. However, the last hurdle is the height difference, 

i.e., 𝜕𝑧. To resolve the issue, we suggest using a 3D FE model which will be discussed in the  

following. 

4.3.4 Proposed 3D FE approach 
 

For estimating a threshold value for height difference to reduce the error associated with the out-

of-plane shear strain calculation using eq. 4.1, a 3D FE model should be investigated. First, A 3D 

Finite Element model with predefined surface roughness is generated in ABAQUS. The surface 
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roughness was generated using the following MATLAB function based on Weibull distribution 

[163]: 

function ሾNodes,ElementsሿൌRand_surfሺLx,Ly,Lz,N,sn_x,sn_y,WB_a,WB_bሻ 
 

4.2 

Where Lx, Ly are the length in x and y direction, and 𝐿𝑧 is the thickness in z direction. Sn_x and 

Sn_y are the sampling points in x and y direction, respectively. N is the number of divisions 

between sampling points which controls the mesh size. WB_a and WB_b are the Weibull 

distribution parameters which control the height variation frequency (Smoothness/roughness of 

the surface) and height values. Refer to Appendix. A for more details on the generated MATLAB 

function. Fig. 20(a) shows the sampling and nodal points mapped over the surface and Fig. 20(b) 

depicts a generated FE model in ABAQUS with rough surface.  

 

Fig. 26 Sampling point and rough layer generation (b) Rough surface generated in ABAQUS 

The 3D displacement values at surface nodes can be calculated using the 3D model shown in Fig. 

26(b). Using the surface nodal displacement values, the out-of-plane normal and shear strain 

components should be calculated using eq. 4.1.  In this equation, 𝑢, 𝑣 and 𝑤 are the surface 

displacement values already obtained from FEM model. 𝜕𝑥,𝜕𝑦 and 𝜕𝑧 are surface coordinate 
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differences measured using the coordinate of the surface nodes that will be available in FEM nodal 

output. Thus, all the required components, including the height difference, i.e., 𝜕𝑧, in eq. 4.1 is 

available to estimate the out-of-plane shear strain component from the surface nodes only. This 

estimated value should be compared with the actual shear strain value obtained directly from 3D 

FEM simulation. To reduce the error in calculating out-of-plane shear strain, multiple FE models 

with various surface roughness should be generated and various height difference, i.e., 𝜕𝑧, values 

should be tested. The out-of-plane shear strain values should be then compared with the actual 

shear strains directly obtained from FEM and a threshold height difference value that minimizes 

the error in out-of-plane shear strain estimation can be proposed. Fig. 27 shows the flowchart of 

the procedure. This threshold of height difference, i.e., surface roughness, will be produced in an 

experimental sample to calculate all six strain components at surface using surface displacement 

and height variation.  

 

Fig. 27 Flowchart of the procedure to find the threshold value for minimum surface height difference for out-of-
plane shear strain calculation 
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4.5 Summary   
 

In this chapter, 2D strain values obtained from theoretical strain-displacement relationships are 

compared with the strain values directly obtained from FEM simulation for 2D perfect and skewed 

shape quadrilateral elements. The strain-displacement relationship allows for discrete partial 

differentiation based on displacement components and distance between the coordinate of points. 

Using FEM, the nodal strain was calculated through the isoparametric shape function interpolation. 

The strain values obtained by conventional strain-displacement relationships have been compared 

to FEM to verify the results in 2D. The verified strain calculation approach can be used in 3D 

strain calculation using theoretical equations. A the end of the chapter, a 3D FEM approach is 

suggested to calculate a threshold value for surface height difference to reduce errors associated 

with calculating out-of-plane shear strain using surface nodal displacement.  
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Chapter.5 Conclusion Remarks and future works  
 

5.1 Conclusion remarks  
 

In this study, a surface topography based Digital Image Correlation (DIC) technique is proposed 

using high resolution optical microscope interferometry. The proposed DIC technique enables 

calculating both in-plane and out-of-plane deformation at the surface. An optical microscope 

interferometer was integrated with mechanical tester to acquire surface topography images during 

the experiment. In order to measure the surface topography, the speckle layer that is used for DIC 

analysis must be reflective under the microscope. A cost-effective speckle pattern creation 

technique was proposed that produced high density, randomly distributed, reflective and micro-

size speckles suitable for sub-grain strain analysis. Combining the effective plastic strain obtained 

from DIC and surface roughness change calculated from topography change, a damage index is 

proposed for identifying damage accumulation and crack growth in polycrystalline Nickel. The 

experiment is conducted for two samples, a standard tensile sample, and a standard middle tension 

fatigue sample.  

Tensile Sample  

The standard tensile sample was subjected to a tensile load starting below the yield point and 

incrementally increased beyond the yield point into the plastic region. A region of interest (ROI) 

was defined in the middle of the gage section. At each step, the sample was unloaded, and surface 

topography images of the ROI were captured. The Surface roughness, strain, and combined 

damage index maps were constructed within the ROI and were compared in terms of damage 

localization and localization consistency. It was found that: 
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 The combined index showed enhanced damage localization and localization consistency 

in identifying damage accumulation sites compared to damage indices based on either 

effective plastic strain or surface roughness change 

 The identified damage accumulation sites were corelated to microstructure that favor 

sinking deformation of grains and large misorientation between neighbor grains 

Fatigue sample  

A middle tension fatigue sample was designed and subjected to tensile cyclic load to initiate a 

crack in front of the notch tip. The test was stopped at predefined fatigue intervals and the surface 

topography images were acquired using the optical microscope.  The combined effective plastic 

strain and surface roughness damage index was investigated to predict the future propagation path 

of a micro-crack in front of the notch tip. Effective plastic strain, surface roughness and combined 

damage index maps were constructed during the crack pinning period. The three indices are 

compared in terms of prediction accuracy and confidence. It was found that: 

 The effective plastic strain provided the least accuracy and showed a poor prediction of the 

crack path.  

 The predicted path by the surface roughness index was significantly enhanced in areas 

close the crack tip and the predicted path matched the actual crack path for up to 90 𝜇𝑚 in 

front of the crack pinning location.  

 The combined index provided the most accurate prediction compared to the other two DIs 

and the predicted path perfectly matched the actual crack path for an average length of 

150 𝜇𝑚 ahead of the crack tip arresting location. This was at least 60 𝜇𝑚 more than the 

best prediction by the surface roughness index.  
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 The combined index predicted the crack path with the highest confidence of 95-percentile 

without any uncertainty or discontinuity throughout the prediction length.  

Finally, a preliminary study was conducted for calculating the out-of-plane shear strain based on 

theoretical strain-displacement relationships. To reduce the error in out-of-plane strain calculation 

due to small height difference in highly polished samples, FEM simulation was proposed to 

investigate a threshold for the minimum height difference. In this preliminary study, strain 

components calculated from strain-displacement relationship are first verified in 2D by analyzing 

a 2D finite element model with perfect and skewed shape quadrilateral elements. The verified 2D 

technique can be used in 3D strain-displacement relationships to calculate out-of-plane shear strain 

components. A 3D FEM approach is suggested to calculate the threshold value for height 

difference that is expected to reduce error in out-of-plane shear strain calculation.   

5.2 Suggestion for future work 
 

Using the proposed novel DIC technique based on surface topography images and the proposed 

combined effective plastic strain-surface roughness change damage index, some future works are 

suggested: 

 Since the surface topography images were captured by a 50𝑥 magnification optical lens, it 

is suggested that higher magnification lenses can be used to study surface morphological 

change in a smaller region with higher resolution. 

 Instead of analyzing a single image in tensile specimen that covers a small region, the 

damage index map can be constructed over the entire RIO in the gage section to study the 

evolution of damage accumulation sites and identify the most critical region that leads to 

actual crack initiation.  
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 The combined index can be investigated for identifying crack initiation in a fatigue sample.  

 The correlation between the microstructure features and crack initiation/propagation 

regions identified by the combined damage index can be studied. 

 In this study, the damage index map was constructed when the crack tip was pinned. In 

future studies, damage index maps can be constructed in transient state between two 

pinning locations to capture the strain accumulation and surface morphology change 

between two pinning locations.  

   The FEM simulation should be extended to 3D to investigate the minimum surface height 

difference required to reduce the error in out-of-plane strain calculation.  

 Using the calculated out-of-plane shear strain based on the proposed height difference 

threshold, the effective plastic strain can be calculated using all six strain components. The 

calculated effective plastic strain can then be compared to the combine damage index in 

terms of accuracy, efficiency and confidence in identifying damage accumulation sites.  
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Appendix. A 
 

MATLAB code for generating a 3D model with surface roughness 

function [Nodes,Elements]=Rand_surf(Lx,Ly,Lz,N,sn_x,sn_y,WB_a,WB_b) 
% m code by Youngbin LIM 
% To inquire any queries, Contact: lyb0684@naver.com 
%************************% 
%Description on the input% 
%************************% 
% Choose the Length of x and y direction (Lx, Ly) 
% Lz is the thickness of deformable solid. It is the distance between  
% the bottom surface and the top (averaged) surface 
% Input Lz=0 corresponds to 3D surface 
% N is the number of division for distance between sampling points  
% It will decide the mesh size 
% The element length in z‐direction is approximately the legnth in x,y 
% Choose the number of sampling points for x (sn_x) and y (sn_y) direction 
% WB_a and WB_b is parameters for Weibull distribution 
% where, Cummulative Distribution Function: F=1‐exp[‐(x/a)^b] 
%********************************************% 
% Random sampling of Points on Rough surface % 
%********************************************% 
% Inverse transformation sampling with Weibull distribution is used % 
% Rough surface is assumed to be periodic in x & y direction % 
% Side walls (4 faces) are generated in rectangular shape % 
% It is for periodcity and successful geometry conversion in Abaqus/CAE % 
R_sample=‐WB_a*gamma(1+1/WB_b)+WB_a*(‐log(1‐rand(sn_y,sn_x))).^(1/WB_b); 
R_sample=[R_sample(:,1)/2 R_sample]; R_sample=[R_sample(1,:)/2; R_sample]; 
R_sample=[R_sample R_sample(:,size(R_sample,2))/2]; R_sample=[R_sample; 
R_sample(size(R_sample,1),:)/2]; 
R_sample=[R_sample R_sample(:,1)‐R_sample(:,1)]; R_sample=[R_sample; R_sample(1,:)‐
R_sample(1,:)]; 
R_sample=[R_sample(:,1)‐R_sample(:,1) R_sample ]; R_sample=[R_sample(1,:)‐
R_sample(1,:); R_sample]; 
maxTh=max(R_sample,[],'all')+Lz; 
minTh=min(R_sample,[],'all')+Lz; 
%************************************% 
%Rigid shell generation for Lz=0 case% 
%************************************% 
if Lz==0  
dx=Lx/(sn_x+3); dy=Ly/(sn_y+3);  
x=0:dx:Lx; y=0:dy:Ly; 
x_s=0:dx/N:Lx; y_s=0:dy/N:Ly; x_s=x_s'; y_s=y_s'; 
%*********************% 
%Spline in y‐direction% 
%*********************% 
Ry=[]; 
for i=1:size(R_sample,2) 
    Ry(:,i)=spline(y,R_sample(:,i),y_s); 
    Ry=[Ry Ry(:,i)]; 
end 
Ry(:,size(R_sample,2)+1)=[];  
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%***********************% 
%Spline for whole points% 
%***********************% 
R=[]; 
for i=1:size(Ry,1) 
    R(i,:)=spline(x,Ry(i,:),x_s); 
    R=[R; R(i,:)]; 
end 
R(size(R,2),:)=[]; 
%*****************% 
%Rearrange R, x, y% 
%*****************% 
R=R'; z=[]; x=[]; y=[]; 
for i=1:size(R,2) 
    z=[z; R(:,i)]; 
end 
for j=1:size(R,2) 
    x=[x;x_s]; 
end 
for j=1:size(R,2) 
for i=1:size(x_s) 
    y=[y; y_s(j)]; 
end 
end 
%*******************************% 
%Nodes list for 3D rough surface% 
%*******************************% 
N_num=1:1:size(z); N_num=N_num'; 
Nodes=[N_num x y z]; 
%***************% 
%Define Elements% 
%***************% 
y_elnum=size(y_s,1)‐1;x_elnum=size(x_s,1)‐1; 
El_num=1:1:x_elnum*y_elnum; El_num=El_num'; 
El_N=zeros(size(El_num,1),4); 
%*********************% 
%Roughness calculation% 
%*********************% 
z_avg=mean(Nodes(:,4),'All'); 
Ra=(1/(Ly*size(y_s,1)))*sum(abs(Nodes(:,4)‐z_avg)*(dx/N),'All'); 
Rq=sqrt((1/(Ly*size(y_s,1)))*sum(((Nodes(:,4)‐z_avg).^2)*(dx/N),'All')); 
Sa=(1/Lx/Ly)*sum(abs(Nodes(:,4)‐z_avg)*(dx/N)*(dy/N),'All'); 
Sq=sqrt((1/Lx/Ly)*sum(((Nodes(:,4)‐z_avg).^2)*(dx/N)*(dy/N),'All')); 
fprintf('\nRoughness parameters:') 
fprintf('\nRa=%f, Rq(RMS)=%f',Ra,Rq) 
fprintf('\nSa=%f, Sq(RMS)=%f',Sa,Sq) 
fprintf('\n\nNumber of nodes: %d',size(Nodes,1)) 
fprintf('\nNumber of elements (R3D4): %d\n\n',size(El_num,1)) 
if size(El_num,1)>1000000 
    fprintf('****************************************************') 
    fprintf('\n***WARNING: Number of elements are over 1 million***') 
    fprintf('\n****************************************************') 
    fprintf('\n\nPress "ENTER" to continue') 
    fprintf('\nPress "CTRL+C" to abort\n\n') 
    pause; 
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end 
%***************% 
%Mesh generation% 
%***************% 
for k=1:y_elnum 
    for j=1:x_elnum 
    El_N(j+x_elnum*(k‐1),:)=[j+(x_elnum+1)*(k‐1) j+(x_elnum+1)*(k‐1)+1 
j+(x_elnum+1)*(k‐1)+(x_elnum+2) j+(x_elnum+1)*(k‐1)+(x_elnum+1)]; 
    end 
end 
Elements=[El_num El_N];  
%Element sets for surface definition% 
elset_S1=[1 x_elnum*y_elnum]; 
%****************% 
%Write input file% 
%****************% 
fileID=fopen('Rough_Surf_Rigid_Shell.inp','w'); 
fprintf(fileID, '*Part, Name=Rough_surf'); 
fprintf(fileID, '\n*Node'); 
fprintf(fileID,'\n%d, %f, %f, %f',Nodes'); 
fprintf(fileID, '\n*Element, type=R3D4'); 
fprintf(fileID, '\n%d, %d, %d, %d, %d',Elements'); 
fprintf(fileID, '\n*Elset, elset=elset_S1, generate'); 
fprintf(fileID,'\n%d, %d, 1',elset_S1); 
fprintf(fileID, '\n*Surface, type=element, name=S1\nelset_S1, S1'); 
fprintf(fileID, '\n*End Part');  
fclose(fileID); 
 
elseif Lx<0 || Ly<0 || Lz<0 
    fprintf('\nThe length value (Lx,Ly,Lz) should be positive number\n\n') 
    Nodes=[]; Elements=[]; 
 
%**********************************************% 
%Check for intersection of top and bottom layer% 
%**********************************************% 
 
elseif minTh<0 && Lz>0 
    fprintf('\n**********************************************') 
    fprintf('\n************ Mesh generation faild ***********') 
    fprintf('\n**********************************************') 
    fprintf('\nThe bottom layer intersects with the top layer') 
    fprintf('\nPlease increase the thickness\n\n') 
    Nodes=[]; 
    Elements=[]; 
 
elseif 0<minTh && maxTh/minTh>10 && Lz>0 
    fprintf('\n**********************************************') 
    fprintf('\n************ Mesh quality warning ************') 
    fprintf('\n**********************************************') 
    fprintf('\nThe maximum thickness is 10 times greater than the minimum thickness') 
    fprintf('\nThere could be mesh quality issue') 
    fprintf('\nPlease increase the thickness\n\n') 
    Nodes=[]; 
    Elements=[]; 
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dx=Lx/(sn_x+3); dy=Ly/(sn_y+3); 
x_s=0:dx/N:Lx; y_s=0:dy/N:Ly; x_s=x_s'; y_s=y_s'; 
avg_mesh_size=(dx/N+dy/N)/2; 
Bot_layer_num=floor(Lz/avg_mesh_size); 
y_elnum=size(y_s,1)‐1;x_elnum=size(x_s,1)‐1; 
El_num=1:1:Bot_layer_num*x_elnum*y_elnum; 
else 
dx=Lx/(sn_x+3); dy=Ly/(sn_y+3);  
x=0:dx:Lx; y=0:dy:Ly; 
x_s=0:dx/N:Lx; y_s=0:dy/N:Ly; x_s=x_s'; y_s=y_s'; 
%*********************% 
%Spline in y‐direction% 
%*********************% 
Ry=[]; 
for i=1:size(R_sample,2) 
    Ry(:,i)=spline(y,R_sample(:,i),y_s); 
    Ry=[Ry Ry(:,i)]; 
end 
Ry(:,size(R_sample,2)+1)=[];  
%***********************% 
%Spline for whole points% 
%***********************% 
R=[]; 
for i=1:size(Ry,1) 
    R(i,:)=spline(x,Ry(i,:),x_s); 
    R=[R; R(i,:)]; 
end 
R(size(R,2),:)=[]; 
%*****************% 
%Rearrange R, x, y% 
%*****************% 
R=R'; z=[]; x=[]; y=[]; 
for i=1:size(R,2) 
    z=[z; R(:,i)]; 
end 
for j=1:size(R,2) 
    x=[x;x_s]; 
end 
for j=1:size(R,2) 
for i=1:size(x_s) 
    y=[y; y_s(j)]; 
end 
end 
%********************************% 
%Nodes list for top rough surface% 
%********************************% 
N_num_top=1:1:size(z); N_num_top=N_num_top'; 
Nodes_top=[N_num_top x y z]; 
%****************************% 
%Nodes list for bottom layers% 
%****************************% 
avg_mesh_size=(dx/N+dy/N)/2; 
Bot_layer_num=floor(Lz/avg_mesh_size); dz=(Lz+z)/Bot_layer_num; 
x_bot=[]; y_bot=[]; z_bot=[];  
for i=1:Bot_layer_num 
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    z_bot=[z_bot;z‐i*dz]; 
end 
for i=1:Bot_layer_num 
    x_bot=[x_bot;x]; 
    y_bot=[y_bot;y]; 
end 
N_num_bot=(size(z)+1):1:(size(z,1)+size(z_bot,1)); N_num_bot=N_num_bot'; 
Nodes_bot=[N_num_bot x_bot y_bot z_bot]; 
%******************% 
%Combine Nodes list% 
%******************% 
Nodes=[Nodes_top;Nodes_bot]; 
%***************% 
%Define Elements% 
%***************% 
y_elnum=size(y_s,1)‐1;x_elnum=size(x_s,1)‐1; 
El_num=1:1:Bot_layer_num*x_elnum*y_elnum; El_num=El_num'; 
El_N=zeros(size(El_num,1),8); 
N_shift=size(y_s,1)*size(x_s,1);% Node number shifting for bottom layer 
%*********************% 
%Roughness calculation% 
%*********************% 
z_avg=mean(Nodes_top(:,4),'All'); 
Ra=(1/(Ly*size(y_s,1)))*sum(abs(Nodes_top(:,4)‐z_avg)*(dx/N),'All'); 
Rq=sqrt((1/(Ly*size(y_s,1)))*sum(((Nodes_top(:,4)‐z_avg).^2)*(dx/N),'All')); 
Sa=(1/Lx/Ly)*sum(abs(Nodes_top(:,4)‐z_avg)*(dx/N)*(dy/N),'All'); 
Sq=sqrt((1/Lx/Ly)*sum(((Nodes_top(:,4)‐z_avg).^2)*(dx/N)*(dy/N),'All')); 
fprintf('\nRoughness parameters:') 
fprintf('\nRa=%f, Rq(RMS)=%f',Ra,Rq) 
fprintf('\nSa=%f, Sq(RMS)=%f',Sa,Sq) 
fprintf('\n\nNumber of nodes: %d',size(Nodes,1)) 
fprintf('\nNumber of elements (C3D8R): %d\n\n',size(El_num,1)) 
if size(El_num,1)>1000000 
    fprintf('****************************************************') 
    fprintf('\n***WARNING: Number of elements are over 1 million***') 
    fprintf('\n****************************************************') 
    fprintf('\n\nPress "ENTER" to continue') 
    fprintf('\nPress "CTRL+C" to abort\n\n') 
    pause; 
end 
%****************% 
%Mesh generationr% 
%****************% 
for i=1:Bot_layer_num 
    for k=1:y_elnum 
        for j=1:x_elnum 
         El_N(j+x_elnum*(k‐1)+(i‐1)*x_elnum*y_elnum,:)=[j+(x_elnum+1)*(k‐1)+i*N_shift 
j+(x_elnum+1)*(k‐1)+1+i*N_shift j+(x_elnum+1)*(k‐1)+(x_elnum+2)+i*N_shift 
j+(x_elnum+1)*(k‐1)+(x_elnum+1)+i*N_shift j+(x_elnum+1)*(k‐1)+(i‐1)*N_shift 
j+(x_elnum+1)*(k‐1)+1+(i‐1)*N_shift j+(x_elnum+1)*(k‐1)+(x_elnum+2)+(i‐1)*N_shift 
j+(x_elnum+1)*(k‐1)+(x_elnum+1)+(i‐1)*N_shift]; 
        end 
    end 
end 
Elements=[El_num El_N]; 
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%Element sets for surface definition% 
elset_S1=[x_elnum*y_elnum*(Bot_layer_num‐1)+1 size(El_num,1)]; 
elset_S2=[1 x_elnum*y_elnum]; 
elset_S3=zeros(Bot_layer_num,2); 
for i=1:Bot_layer_num 
    elset_S3(i,:)=[1+(x_elnum*y_elnum)*(i‐1) x_elnum+(x_elnum*y_elnum)*(i‐1)]; 
end 
elset_S4=zeros(Bot_layer_num,3); 
for i=1:Bot_layer_num 
    elset_S4(i,:)=[x_elnum+(x_elnum*y_elnum)*(i‐1) 
x_elnum*y_elnum+(x_elnum*y_elnum)*(i‐1) x_elnum]; 
end 
elset_S5=zeros(Bot_layer_num,2); 
for i=1:Bot_layer_num 
    elset_S5(i,:)=[x_elnum*(y_elnum‐1)+1+(x_elnum*y_elnum)*(i‐1) 
x_elnum*y_elnum+(x_elnum*y_elnum)*(i‐1)]; 
end 
elset_S6=zeros(Bot_layer_num,3); 
for i=1:Bot_layer_num 
    elset_S6(i,:)=[1+(x_elnum*y_elnum)*(i‐1) x_elnum*(y_elnum‐
1)+1+(x_elnum*y_elnum)*(i‐1) x_elnum]; 
end 
%****************% 
%Write input file% 
%****************% 
fileID=fopen('Rough_Surf_3D_Solid.inp','w'); 
fprintf(fileID, '*Part, Name=Rough_surf'); 
fprintf(fileID, '\n*Node'); 
fprintf(fileID,'\n%d, %f, %f, %f',Nodes'); 
fprintf(fileID, '\n*Element, type=C3D8R'); 
fprintf(fileID, '\n%d, %d, %d, %d, %d, %d, %d, %d, %d',Elements'); 
fprintf(fileID, '\n*Elset, elset=elset_S1, generate'); 
fprintf(fileID,'\n%d, %d, 1',elset_S1); 
fprintf(fileID, '\n*Elset, elset=elset_S2, generate'); 
fprintf(fileID,'\n%d, %d, 1',elset_S2); 
fprintf(fileID, '\n*Elset, elset=elset_S3, generate'); 
fprintf(fileID,'\n%d, %d, 1',elset_S3'); 
fprintf(fileID, '\n*Elset, elset=elset_S4, generate'); 
fprintf(fileID,'\n%d, %d, %d',elset_S4'); 
fprintf(fileID, '\n*Elset, elset=elset_S5, generate'); 
fprintf(fileID,'\n%d, %d, 1',elset_S5'); 
fprintf(fileID, '\n*Elset, elset=elset_S6, generate'); 
fprintf(fileID,'\n%d, %d, %d',elset_S6'); 
fprintf(fileID, '\n*Surface, type=element, name=S1\nelset_S1, S1'); 
fprintf(fileID, '\n*Surface, type=element, name=S2\nelset_S2, S2'); 
fprintf(fileID, '\n*Surface, type=element, name=S3\nelset_S3, S3'); 
fprintf(fileID, '\n*Surface, type=element, name=S4\nelset_S4, S4'); 
fprintf(fileID, '\n*Surface, type=element, name=S5\nelset_S5, S5'); 
fprintf(fileID, '\n*Surface, type=element, name=S6\nelset_S6, S6'); 
fprintf(fileID, '\n*End Part');  
fclose(fileID); 
end 
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