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Abstract 

 

Traditional air-cooling along with corresponding heat sinks are beginning to reach 

performance limits, requiring lower air-supply temperatures and higher air-supply flowrates, in 

order to meet the rising thermal management requirements of high power-density electronics. A 

switch from air-cooling to single-phase immersion cooling provides significant thermal 

performance improvement and reliability benefits. When hardware which is designed for air 

cooling is implemented within a single-phase immersion cooling regime, optimization of the heat 

sinks provides additional thermal performance improvements. This work investigates performance 

of a machine learning (ML) approach to building a predictive model of the multi objective and 

multi-design variable optimization of an air-cooled heat sink for single-phase immersion-cooled 

servers. Parametric simulations via high fidelity CFD numerical simulations are conducted by 

considering the following design variables composed of both geometric and material properties 

for both forced and natural convection: fin height, fin thickness, number of fins, and thermal 

conductivity of the heat sink. Generating a databank of 864 points through CFD numerical 

optimization simulations, the data set is used to train and evaluate the machine PhD Dissertation 

Defense Announcement Mechanical and Aerospace Engineering Department University of Texas 

at Arlington learning algorithms' ability to predict heat sink thermal resistance and pressure drop 

across the heat sink. Three machine learning regression models are studied to evaluate and 

compare the performance of polynomial regression, random forest, and neural network to 

accurately predict heat sink thermal resistance and pressure drop as a function of various design 

inputs. This approach to utilizing numerical simulations for building a databank for machine 

learning predictive models can be extrapolated to thermal performance prediction and parameter 

optimization in other electronic thermal management applications and thus reducing the design 
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lead time significantly. Heat sinks designed for electrochemical additive manufacturing (ECAM) 

with Body Centered Cubic (BCC) lattice structures are evaluated using computational fluid 

dynamics (CFD) conjugate heat transfer (CHT) analyses in ANSYS Fluent for single-phase 

immersion cooling applications. More complex heat sink cooling surface geometries enabled by 

ECAM fabrication technologies have a greater surface area to volume ratio than traditional parallel 

plate fins. To benchmark performance, we establish a baseline immersion cooling heat sink metric 

for various dielectric fluid flowrates using a conventional finned heat sink. We then compare the 

thermal resistance and pressure drop characteristics of this baseline with those of the ECAM BCC 

lattice heat sink design. Additional design factors of wall thickness and porosity are also 

considered. This study evaluates the thermal performance of ECAM-fabricated BCC lattice heat 

sinks as an innovative solution for enhancing cooling efficiency in high power-density electronics 

immersion cooling applications. The findings are expected to offer valuable insights into the 

viability and performance advantages of such heat sinks. By leveraging the capabilities of AM 

designed structures, this research contributes to the development of more effective and sustainable 

immersion cooling solutions for next generation electronic systems. 

Joseph Herring, Ph.D. 

 

The University of Texas at Arlington, 2024 

 

Supervising Professor: Dereje Agonafer 
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Chapter 1 

Introduction 

1.1 Background and Motivation 

1.1.1 The Need for Data Center Energy Efficiency 

The rapid growth of digital technology and the increasing reliance on data-intensive 

applications have driven a significant rise in data center energy consumption. The International 

Energy Agency (IEA) recently projected that global data center electricity demand will more than 

double by 2026 [1]. This surge in energy use is attributed to the proliferation of cloud computing, 

artificial intelligence, and other high-performance computing applications, which require 

substantial processing power and, consequently, more energy to operate. As data centers become 

larger and more numerous, their energy consumption is becoming a critical concern for both 

operators and policymakers, necessitating urgent action to enhance energy efficiency. 

 
Figure 1.1 US Data Center 2030 Power Consumption Projections [1] 
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While predictions can be made about the future growth potential of the data center industry 

and its energy consumption, the emerging proliferation of cloud-based Artificial Intelligence 

applications both in industrial business use and consumer daily life poses an unseen potential for 

exponential growth and future energy demand requirements. Although current estimates show that 

AI applications use only 10-20% of data center electricity, this number is readily increasing.  

AI presents an additional challenge in that it is significantly more energy-intensive than 

traditional data center applications which have drove the industries growth over the last twenty 

years. Recent data suggests that a single ChatGPT request at 2.9 watt-hours requires nearly 10 

times more energy than a typical 0.3 watt-hour Google query. There is no precedent set to know 

how future energy demand will increase with the rise of generative AI text, images, audio, and 

other media. One of the primary challenges contributing to the escalating energy demand is the 

continuous advancement in computing and processing power. As chips become smaller and more 

powerful, they generate significantly higher heat fluxes, which in turn increases the thermal load 

on data center cooling systems. Traditional air-cooling methods are becoming less effective at 

managing these higher heat outputs, leading to inefficiencies and higher energy consumption. To 

address this issue, innovative thermal management solutions are required to maintain the 

performance and reliability of data center operations while minimizing energy use. 
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Figure 1.2 Fractional Breakdown of Data Center Energy Consumption [2] 

 

Single-phase immersion cooling has emerged as a promising energy-efficient and reliable 

thermal management solution to address the challenges of increasing component heat dissipation. 

By submerging electronic components in a dielectric fluid, this method allows for more effective 

heat transfer and cooling compared to traditional air or water-cooling techniques. The dielectric 

fluid efficiently absorbs and dissipates heat, reducing the need for energy-intensive fans and air 

conditioning units. Furthermore, single-phase immersion cooling offers the added benefit of 

reducing the physical footprint of cooling infrastructure, enabling more compact and efficient data 

center designs. 

As data centers continue to expand in both size and capacity, the need for energy-efficient 

cooling solutions becomes increasingly urgent. Implementing single-phase immersion cooling not 

only helps to manage the higher heat fluxes generated by modern processors but also contributes 

to reducing the overall energy consumption of data centers. By adopting such advanced cooling 

technologies, data center operators can meet the growing demand for processing power while 
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simultaneously addressing the critical need for energy efficiency, ultimately supporting global 

sustainability goals and reducing the environmental impact of digital infrastructure. 

1.1.2 The Need for High-Performance Electronics Thermal Management 

For nearly six decades, the semiconductor industry has adhered to Moore's Law, a guiding 

principle that states, "The number of transistors in an integrated circuit will double every 18 

months." This trend has driven remarkable advancements in computing and processing power, 

allowing for the development of increasingly sophisticated and compact electronic devices. 

However, as transistor densities continue to rise, so too does the power density within 

semiconductor packages. This escalation in power density leads to greater component heat fluxes, 

presenting significant challenges in maintaining the thermal stability and performance of high-

performance electronics. 

The exponential increase in heat generated by modern semiconductor devices has made 

thermal management a critical factor in the design and operation of electronic packages. As 

processing power increases, so does the energy consumption and heat output of these devices. 

Without effective thermal management, the excessive heat can lead to reduced performance, 

shortened component lifespans, and, in extreme cases, catastrophic failure. Thus, package thermal 

management has become a key limiting factor for semiconductor manufacturers, directly 
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impacting the efficiency, reliability, and longevity of central processing units (CPUs) and other 

critical components. 

To address these challenges, the industry must prioritize the development and 

implementation of advanced thermal management solutions. Traditional cooling methods, such as 

air or basic liquid cooling, are often inadequate to handle the high heat fluxes generated by modern 

semiconductor devices. This inadequacy necessitates the adoption of more sophisticated 

techniques, such as single-phase immersion cooling, advanced heatsink designs, and 

thermoelectric cooling systems. These methods are designed to efficiently dissipate heat from 

high-density packages, ensuring that the components operate within safe temperature ranges and 

maintain their performance over time. 

 
Figure 1.3 Transistor Size over Time [3] 
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The need for high-performance electronics thermal management is more pressing than ever 

as the industry continues to push the boundaries of what is possible with semiconductor 

technology. By investing in innovative thermal management solutions, manufacturers can 

overcome the thermal limitations imposed by Moore's Law and continue to deliver the powerful, 

efficient, and reliable electronic devices that drive today's technological advancements. In doing 

so, they will not only meet the demands of current applications but also pave the way for future 

innovations in computing and electronics. 

1.2 Data Center Introduction 

Data centers are specialized facilities designed to house the essential computing, storage, 

networking, power, and cooling infrastructure required to operate computer servers effectively. 

These servers, which include both compute and storage hardware, are the backbone of modern 

digital infrastructure, enabling the processing, storage, and transmission of vast amounts of data. 

As such, data centers play a critical role in supporting a wide range of applications, from large-

scale data storage to cloud computing and internet connectivity. They are the critical infrastructure 

of the modern world that is required to power everything from online services and social media 

platforms to enterprise-level business applications and scientific research. 
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Figure 1.4 Data Center Server Rack Aisle [4] 

 

Figure 1.5 Shadow Core vs. Spread Core Server Design (E7278 & Mt. Jade Ampere Altra) [5-6] 
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Figure 1.6 Thermal Profiles for (a) tank configuration and (b) sled configuration [7] 

1.3 Single-phase Immersion Cooling 

Single-phase immersion cooling involves submerging electronic components, such as 

servers and processors, directly into a dielectric fluid. This fluid is non-conductive, allowing it to 

come into direct contact with the electronic components without causing short circuits or electrical 

signal integrity issues. The cooling fluid possesses a greater specific heat capacity than that of air, 

allowing for increased thermal management performance. This method of cooling offers a more 

efficient and uniform heat transfer compared to traditional air or liquid cooling systems, which 

often struggle to keep up with the high heat fluxes generated by modern high-performance 

electronics. 
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Figure 1.7 Single-phase Immersion Cooling Diagram [8] 

 

The adoption of single-phase immersion cooling has been driven by the need to manage 

the increasing thermal loads in data centers and other computing environments. As processors and 

IT compute equipment such as CPUs and GPUs become more power-dense, traditional cooling 

methods become less effective, leading to potential overheating and reduced performance. Single-

phase immersion cooling addresses these challenges by providing a highly efficient, reliable, and 

scalable solution. Not only does it enhance the thermal performance of the systems, but it also 

reduces energy consumption by eliminating the need for energy-intensive cooling fans and air 

conditioning units. This makes it an attractive option for data centers looking to improve their 

energy efficiency and reduce operational costs while maintaining the performance and critical 

infrastructure reliability. 
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Chapter 2 

Computational Fluid Dynamics (CFD) Evaluation of Electrochemical 

Additively Manufactured Heat Sinks for Single-Phase Immersion Cooling 

Reprinted with Permission [30] 

2.1 Introduction 

Advances in computing and processing power along with smaller chip sizes continue to 

generate greater component heat fluxes [1]. Effective thermal management is critical to 

maintaining device performance, reliability, and safety [2]. Standard practices involving traditional 

electronics cooling methodologies, such as forced-air cooling, are approaching a threshold and 

will not continue to be suffice the escalating power-densities of high-performance electronics [3]. 

Energy costs are approximately 50% of a typical data center’s total operating cost, and in general 

consume 100 – 200 times more energy than an office building [4]. This necessitates the 

development and implementation of advanced cooling solutions to efficiently meet thermal 

performance requirements. High performance computing, artificial intelligence, computing at the 

edge, and modern infrastructure all rely on data centers for the storage and processing of data. 

2.1.1 Background and Motivation 

Improvements in air cooling technologies have allowed data centers to advance computing 

and storage capabilities [5-7]. However fundamental limitations still exist at the expense of 

reliability, efficiency, sustainability, space utilization, increased noise, and significant energy 
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consumption and costs [8-10]. Air-cooled systems are susceptible to environmental factors such 

as moisture and air contaminants, which contribute to mechanical failures [11-13]. Liquid cooling 

technologies provide more heat dissipation, more space and energy efficiency, and increased 

reliability than air-cooling [7,14-16]. 

Two of the primary emergent liquid cooling technologies for data center cooling 

applications are immersion cooling and direct-to-chip cooling [9]. Single-phase immersion cooling 

(SPIC) places the server electronics directly in contact with a dielectric cooling fluid with a much 

greater thermal capacity than air. SPIC also improves energy efficiency and system reliability by 

preventing airborne contaminants and lowers OpEx by eliminating air-cooling fans and air 

handling units. 

 
Figure 2.1 ASHRAE Thermal Resistance Required to Cool Socket Power [9] 
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Figure 2.2 ASHRAE TDP Cooling Performance Comparison [9] 

Unlike direct-to-chip liquid cooling, SPIC does not require complex liquid distribution 

manifold systems. There are still design challenges that must be addressed for a SPIC system. The 

adoption of natural convection or forced flow immersion cooling in existing data centers requires 

optimizing and retrofitting air-cooled server components to take full advantage of the potential 

performance improvements of immersion cooling [17]. 

2.1.2 Objectives 

The primary goal of this research study is to assess the thermal performance of heat sink 

designs enabled by electrochemical additive manufacturing (ECAM) for application in single-

phase immersion cooling systems. 

This study aims to derive heat sink design parameters governing the thermal performance 

such as porosity and wall thickness and identify boundary conditions that simulate real-world 
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application to derive insight into the performance improvements brought by additively 

manufactured heat sink geometries. 

This study establishes a baseline for thermal performance using a traditional finned heat 

sink design to serve as a reference point for accurate comparison and assessment of heat sink 

performance. 

2.1.3 Literature Review 

An increase has been shown in single-phase immersion cooling thermal performance with 

the use of heat sinks designed and optimized for dielectric fluid and flow rates utilized in natural 

convection and forced flow immersion cooling regimes [18-21]. Advances in additive 

manufacturing (AM) technologies have enabled heat sink geometries that previously could not be 

manufactured by traditional techniques. Heat transfer improvements enabled by AM are 

increasingly being explored within academic literature. These cooling surface geometries made 

capable by AM include Triply Periodic Minimal Surfaces (TPMS) [22,23], lattice structures 

[24,25], and topology optimized surfaces [26,27]. 

2.2 Heat Sink Design Overview 

The heat sinks evaluated in this study are designed to increase the heat sink cooling surface 

area with ECAM manufacturability in mind. The ECAM process is a metal additive manufacturing 

process based on electrodeposition at the atomic scale, in a similar fashion to common copper 
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electroplating techniques. A localized electric field is generated in an electrolyte feedstock by 

pixels which activate to selectively deposit metal and builds up in layers [28]. 

ECAM enables parts to be manufactured with much higher resolution and lower surface 

roughness than other common metal additive manufacturing processes, with a minimum feature 

size of 70 μm. Other standard metal additive post processing requirements such as curing, 

sintering, and de-powdering are not required, reducing part print times and costs. 

 
Figure 2.3 ECAM Printed Copper TPMS and Lattice Geometries [28] 

  

           

 

 

 

 

 

 

 

Figure 2.5 Body Centered Cubic Lattice 

Heat Sink Design 
Figure 2.4 Baseline Channel Fin 

Heat Sink Design 
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Table 2.1 Heat Sink Design Constraints 

Parameter Value 

Base Height 4 mm 

Base Width 25 mm 

Base Length 25 mm 

Lattice Height 21 mm 

Fin/Lattice Wall Thickness 1.2 mm 

Component Heater Area 15mm x 15mm 

 

Table 2.2 Heat Sink Design Variables 

Geometry Porosity, 𝜆 

Traditional Fins 

60% (2.20 mm fin gap) 

70% (3.56 mm fin gap) 

80% (6.73 mm fin gap) 

BCC Lattice 

60% 

70% 

80% 

 

Table 2.3 BCC Lattice Unit Cell Sizes 

Porosity, 𝜆 Unit Cell Size 

60% 3.6mm x 3.6mm x 3.9mm 

70% 4.2mm x 4.2mm x 4.8mm 

80% 5.1mm x 5.1mm x 7.0mm 

 

In this study, a Body Centered Cubic (BCC) lattice heat sink was designed and analyzed. 

The heat sink dimensions are 25 mm x 25 mm, with a 4 mm thick base, 21 mm lattice fin height 

and 1.2 mm wall thickness. Heat sink designs were generated with lattice porosities of 60%, 70%, 

and 80% to evaluate the impact of porosity on thermal performance and pressure drop. Traditional 

channel fin heatsinks were also created with equivalent porosities and fin wall thickness. ANSYS 

SpaceClaim was used to create the channel fin heat sink geometries. The BCC lattice heat sink 
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designs were created using an implicit modeling approach with nTopology. Implicit geometries 

for the lattice heat sink designs were exported as STL files. 

The BCC Lattice heat sink model is shown in Fig. 2.4 and the Baseline Channel Fin heat 

sink model is shown in Fig. 2.5. Table 2.1 contains the fixed design constraints for both heat sink 

types and Tables 2.2 and 2.3 contain the heat sink design variables for 60%, 70%, and 80% porosity 

design permutations. 

2.3 Computational Fluid Dynamics Methodology 

ANSYS Fluent 2023 R2 was used to create a computational fluid dynamics model fluid 

domain, mesh the heat sink solid models and fluid domain, and solve the conjugate heat transfer 

and flow equations. The solid domain for both the BCC lattice heat sinks and fin baseline heat 

sinks were given material properties of pure copper, and the fluid domain was given material 

properties of PAO-6 dielectric fluid. 

2.3.1 CFD Model Setup and Boundary Conditions 

The CFD model setup and boundary conditions are shown in Fig. 2.6 and tabulated in Table 

2.4. 

Table 2.4 CFD Model Boundary Conditions 

Parameter Boundary Type Value(s) 

Solid Domain Material Copper 

Fluid Domain Material PAO-6 

Walls Material Acrylic 

Inlet Mass Flow Inlet 0.045 kg/s @ 40 °C 

Outlet Pressure Outlet - 

Heat Load Wall 150 W 

 



17 

 
Figure 2.6 Heat Sink CFD Model Setup and Boundary Conditions 

The fluid domain size and dielectric fluid inlet flow rate boundary conditions were modeled 

after a real-world forced convection heat sink design for single-phase immersion cooling that 

utilizes inlet propellers and an enclosure around the heat sink to significantly increase dielectric 

fluid flow rates directly at the heat sink inlet and contain the fast-moving fluid as it passes through 

the cooling surfaces of the heat sink [29]. 
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2.3.2 CFD Model Mesh and Validation 

The CFD model mesh was generated with the ANSYS Fluent 2023 R2 meshing. For the 

BCC lattice heat sink models with faceted STL geometry, the CFD model was specified to contain 

faceted bodies within the water-tight meshing tool, creating a conformal mesh between the solid 

and fluid domains. 

The volume mesh was generated using polyhedral mesh elements, and a cross-sectional 

view of the 70% porous BCC lattice heat sink model mesh is shown in Fig. 2.7. Table 2.5 contains 

the mesh element count for all CFD model meshes. 

 
Figure 2.7 70% Porosity BCC Lattice Heat Sink CFD Volume Mesh 

A mesh independence study was conducted to validate convergence of the CFD model. 

The mesh convergence was evaluated for the 70% porosity finned heat sink. Fig. 2.8 compares the 

junction temperature with increasing heat sink volume mesh element count. The volume mesh 

resulting in 346,034 elements was used to establish surface and volume meshing parameters for 

all finned heat sink CFD model meshes. 
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Table 2.5 CFD Model Volume Mesh Element Count 

Heat Sink Porosity, 𝜆 
Mesh Element 

Count 

Traditional 

Fins 

60% 295,358 

70% 346,034 

80% 78,028 

BCC Lattice 

60% 9,477,520 

70% 2,858,681 

80% 2,055,655 

 

 
Figure 2.8 CFD Model Mesh Independence Study 

2.3.3 CFD Model Conditions and Equations 

The CFD model included the energy equation and viscous effects were considered using 

the SST k-ω model. Gravity effects are considered as shown in Fig. 2.6 to represent a data center 

server SPIC setup orientation. The Coupled solution scheme solver was used with all standard 

under-relaxation factors. The governing equations for the flow are listed below in (2.1) through 

(2.5). 
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Conservation of Mass: 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌�⃑�) = 0 (2.1) 

 

For incompressible flow, (2.1) reduces to: 

∇ ∙ (�⃑�) = 0 (2.2) 

 

Conservation of Momentum: 

𝜌
𝜕�⃑�

𝜕𝑡
+ 𝜌(�⃑� ∙ ∇)�⃑� = −∇𝑝 + 𝜌�⃑� + 𝜇∇2�⃑� (2.3) 

 

Conservation of Energy for the fluid domain: 

𝜌
∂ℎ

∂𝑡
+ 𝜌∇ ∙ (ℎ�⃑�) = −∇𝑝 + ∇ ∙ [(𝑘 + 𝑘𝑡)∇𝑇] + 𝑆ℎ (2.4) 

 

Solid domain energy equation: 

∂

∂𝑡
(𝜌ℎ) = ∇ ∙ (𝑘∇𝑇) + 𝑆ℎ (2.5) 
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2.4 Results and Discussion 

Conjugate heat transfer and fluid flow computational fluid dynamics analysis was 

completed for the heat sink designs tabulated in Table 2.2 using the methodology outlined in 

Section III. The following results compare the thermal performance of the BCC lattice heat sinks 

designed for electrochemical additive manufacturing to the established channel fin baseline 

heatsinks.  

The resulting maximum junction temperatures are shown in Fig. 2.15, and the resulting 

pressure drop across the heatsink inlet and outlet are shown in Fig. 2.16. Heat sink temperature 

contour plots are shown from Fig. 2.9 – 2.14. Table 2.6 tabulates the heat sink thermal performance 

increase for each heat sink porosity as a percentage of maximum junction temperature reduction 

from the baseline finned heat sink. 

For all heat sink porosities considered, the BCC lattice heatsink reduced maximum junction 

temperature compared to the fin baseline heat sinks. 

The BCC lattice heat sinks reduced the maximum junction temperature by 50.5% at 80% 

porosity, 21.2% at 70% porosity, and 13.4% at 60% porosity when compared to the respective 

channel fin baseline heat sinks. 
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Figure 2.9 80% Porosity BCC Lattice Heat Sink 

 
Figure 2.10 70% Porosity BCC Lattice Heat Sink 
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Figure 2.11 60% Porosity BCC Lattice Heat Sink 

 
Figure 2.12 80% Porosity Baseline Fin Heat Sink 
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Figure 2.13 70% Porosity Baseline Fin Heat Sink 

 
Figure 2.14 60% Porosity Baseline Fin Heat Sink 
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Figure 2.15 Junction Temperature of BCC Lattice vs. Baseline Heat Sinks 

 
Figure 2.16 Pressure Drop of BCC Lattice vs. Baseline Heat Sinks 
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Table 2.6 Junction Temperature Reduction BCC vs Baseline 

Porosity, 𝜆 Max Junction Temperature Reduction (°C) 

60% 9.4 

70% 16.7 

80% 42 

 

2.5 Conclusion 

Heat sinks with improved cooling surfaces are made possible with advances in additive 

manufacturing technologies such as ECAM. BCC lattice structure geometries significantly 

improved the thermal performance of a heat sink designed for forced convection single-phase 

immersion cooling. The BCC lattice heat sinks enhanced thermal performance with a reduction in 

component junction temperature for all porosities considered.  

ECAM enabled geometries can be utilized in other potential liquid and air-cooling regimes, 

with full application-specific customization and more untapped optimization potential. 

Additionally, other cooling surfaces may be explored as potential heat sink designs now possible 

is expanding. 
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To expand on this work, further investigation into additional porosities, wall thicknesses, 

lattice types, and TPMS heatsinks for electronics cooling applications would provide further 

insight into the potential thermal performance benefits that ECAM and complex heat sink designs 

offer. Future experimental validation of the results herein, as well as other geometries and design 

parameters will also provide further advancement of this technology. 
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Chapter 3 

Single-Phase Immersion Cooling Multi-Design Variable Heat Sink 

Optimization for Natural Convection 

Reprinted with Permission [13] 

3.1 Introduction 

Liquid immersion cooling technology has proven the potential to provide improved thermal 

management for data center computation and storage systems [1]. Fully submerging server systems 

in dielectric fluid provides improved heat transfer, reduced operating noise, and increased energy 

efficiency over forced-air cooling [2]. The adoption of immersion cooling in existing data centers 

requires additional retrofitting of server components to take full advantage of the potential 

performance improvements of immersion cooling [3]. Heat sinks are critical in effectively 

dissipating heat from electronic devices to the surrounding dielectric fluid in an immersion cooling 

system. 

An optimal heat sink fin configuration enhances heat transfer by increasing the convective 

heat transfer area. The optimization of heat sinks for single-phase immersion cooling is a topic of 

growing research interest [4-6]. Achieving an optimal design which utilizes natural convection 

inlet conditions can result in more efficient and cost-effective cooling solutions without the use of 

external pumping power. This decreases energy consumption and operating costs leading to 

enhanced system reliability and reduced energy consumption. Natural convection flow relies on 

buoyancy-induced flow of the dielectric liquid, driven by a density difference caused by the 

temperature difference between the heat sink and the fluid. This paper aims to optimize heat sinks 

for single-phase immersion cooling using natural convection. 
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In order to maximize the potential thermal performance benefits of single-phase immersion 

cooling, the heat sink must be optimized for the fluid properties of liquid cooling dielectric fluids. 

The general design optimization of parallel plate-fin heat sinks has been studied within the existing 

literature, primarily for heat transfer to air [7-8]. The primary research question of this study 

revolves around identifying the key design parameters that significantly impact the heat sink 

performance and determining the optimal configurations for minimizing heat sink thermal 

resistance specifically for immersion cooling natural convection. 

This study proposes a CFD modeling methodology and multi-variable design optimization 

approach for determining the optimal fin characteristics for parallel plate-fin heat sinks for natural 

convection single-phase immersion cooling. 

3.2 CFD Model Methodology 

3.2.1 CFD Model Setup 

A Computational Fluid Dynamics (CFD) model was developed in ANSYS Icepak 

consisting of a heat sink, thermal interface material (TIM), and 2D heat source as shown in Figure 

3.1. A fluid domain cabinet was created to model the flow domain around the heat sink in natural 

convection single-phase immersion cooling.  

 
Figure 3.1 ANSYS IcePak Heat Sink Model 
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The model consists of both fixed and variable design parameters. For this study, the fluid 

domain is modeled as EC-110 dielectric fluid. The heat sink is modeled as an extruded aluminum 

parallel fin heat sink configuration with a fixed overall length of 110 mm, overall width of 86.1, 

base height of 4.5 mm, and overall height of 59.5 mm to model a 2U server heat sink configuration. 

The heater dimensions are modeled as 75 x 75 mm2, based upon a review of current generation 

state-of-the-art server CPU sizes available.  

Table 3.1 Fixed CFD Model Parameters 

 

 

 

 

 

 

 

Computational Fluid Dynamics numerical modeling solves the Navier–Stokes equations 

of mass, momentum, species, and energy elementwise to calculate heat transfer in laminar flow 

conditions. For the current study, the flow is assumed to be laminar flow and therefore the transport 

equations for turbulence were not used. The following equations are solved elementwise to 

calculate laminar flow heat transfer: 

Model Parameter Value 

Heat Sink Base Thickness 4.5 mm 

Heat Sink Overall Length 110 mm 

Heat Sink Overall Width 86.1 mm 

Heat Sink Overall Height 59.5 mm (2U) 

Heat Sink Material Al 

CPU Heater Area Size 75 x 75 mm2 

Fluid Cabinet Length 350 mm 

Fluid Cabinet Width 114.1 mm 

Fluid Cabinet Height 63.5 mm 

TIM Thickness 0.2 mm 

Tim Thermal Conductivity 8 W/m-K 

Fluid Inlet Condition 1.39e-05 kg/s 

Fluid Outlet Condition 101,325 N/m2 
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Conservation of Mass: 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌�⃑�) = 0 (3.1) 

 

For incompressible flow, (3.1) reduces to: 

∇ ∙ (�⃑�) = 0 (3.2) 

 

Conservation of Momentum: 

𝜌
𝜕�⃑�

𝜕𝑡
+ 𝜌(�⃑� ∙ ∇)�⃑� = −∇𝑝 + 𝜌�⃑� + 𝜇∇2�⃑� (3.3) 

 

Conservation of Energy for the fluid domain: 

𝜌
∂ℎ

∂𝑡
+ 𝜌∇ ∙ (ℎ�⃑�) = −∇𝑝 + ∇ ∙ [(𝑘 + 𝑘𝑡)∇𝑇] + 𝑆ℎ (3.4) 

 

Solid domain energy equation: 

∂

∂𝑡
(𝜌ℎ) = ∇ ∙ (𝑘∇𝑇) + 𝑆ℎ (3.5) 
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The Bousinessq approximative model is used to model a buoyancy-driven flow field by 

ignoring variable fluid densities except in the direction of a specified gravity vector. This approach 

treats fluid density as constant in the above equations, except for the momentum equation 

buoyancy term, which becomes: 

(𝜌 − 𝜌0)�⃑� ≈ −𝜌0𝛽(𝑇 − 𝑇0)�⃑� (3.6) 

 

Where 𝜌0 is the constant fluid density, 𝑇0 is the constant operating fluid temperature, and 

𝛽 is the fluid volumetric expansion coefficient. 

3.2.2 CFD Model Validation 

3.2.2.1 Mesh Sensitivity and Grid Independence 

A mesh sensitivity analysis was performed considering a baseline heat sink design to verify 

analysis results are grid independent and mesh density and quality is sufficient. The default 

minimum element size generated by ANSYS Icepak is 1/20 of the specified lengthwise direction. 

For the conducted grid independence study, the model mesh was varied from coarse to fine by 

redefining a lengthwise mesh of 1/5, 1/20, 1/30, 1/40, 1/50, 1/60, and 1/100. Heat sink thermal 

resistance and heater temperature were calculated and tabulated for each mesh element count, 

shown in Figure 3.2.  
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Localized object parameter meshing control was utilized on the heatsink object within the 

Icepak model to ensure that a minimum of 5 elements are across the fin width, 15 elements along 

fin length, and 8 elements along fin height in all mesh density cases of the mesh sensitivity study. 

The junction temperature is within 3.2% of the value at 2,155,073 elements at 244,814 elements. 

Therefore, this overall mesh density was selected to conduct the optimization to significantly 

reduce computational workload. 

 
Figure 3.2 CFD Model Validation - Mesh Sensitivity Study 

3.2.2.2 Natural Convection Modeling Approach 

Validation of the fluid inlet flow conditions was carried out by determining the heater 

temperature for variable mass flow rate inlet conditions. This was conducted to determine the 



34 

validity of assuming that at low inlet flow rates, the flow may be assumed to be fully buoyancy-

driven.  

The mass flow inlet validation shows that the forced convection component is non-

impactful to steady state heater temperatures below 0.01 LPM. Therefore, a mass flow rate fluid 

inlet condition of 0.001 LPM (1.39e-05 kg/s) was selected for the purpose of modeling buoyancy 

driven natural convection flow for the heat sink optimization process. 

 
Figure 3.3 Natural Convection Boundary Condition 
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Table 3.2 Natural Convection Mass Flow Inlet Validation 

Volumetric 

Flow Rate 

(LPM) 

Mass  

Flow Rate 

(kg/s) 

Heater  

Temp 

(°C) 

0.00001 1.39E-07 72.1 

0.0001 1.39E-06 72.1 

0.001 1.39E-05 72.1 

0.01 1.39E-04 72.1 

0.1 1.39E-03 71.8 

0.2 2.78E-03 71.4 

0.4 5.55E-03 70.7 

0.8 1.11E-02 69.1 

1 1.39E-02 68.4 

 

3.3 Heat Sink Optimization Methodology 

ANSYS OptiSLang is a process integration and design optimization tool that enables 

automated parametric design studies within ANSYS solvers. OptiSLang allows for multi-objective 

and multi-design variables to be solved independently for a range of optimization parameter 

bounds. The parametric optimization tool utilized is an Adaptive Meta-Model of Optimal 

Prognosis (AMOP) sampling approach. AMOP sampling calculates a Coefficient of Prognosis 

(CoP) to determine predictive approximation quality of the model variables [9]. 
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CoP = 1 −
𝑆𝑆𝐸
𝑆𝑆𝑇

 (3.7) 

 

Where 𝑆𝑆𝑇 is the total model variation and 𝑆𝑆𝐸 is the variation due to regression calculated 

as the sum of the square of prediction errors. Higher CoP values indicate more accurate data 

representation within the model, reduce output data postprocessing requirements, and allow for 

more direct assessment of design variable trends and surface response plots for the investigated 

design space. AMOP is more practical for optimization cases that contain a large number of input 

variables, and overcomes this hurdle faced by traditional meta-modeling approaches by assessing 

importance of each variable to the overall model and eliminating unimportant design variables. 

The objective of this multi-variable optimization model is to determine the heat sink fin 

parameters that provide optimal thermal performance within natural convection single-phase 

immersion cooling. To achieve this, an AMOP optimization is carried out for the range of variable 

input parameters below for the described CFD model. The optimal heat sink fin design parameters, 

fin thickness and fin count, are determined for variable Heater TDP and Fluid Inlet Temperature.  
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Table 3.3 Variable Model Parameters 

Model Parameter Value 

Heater TDP 250, 350, 450 W 

Fluid Inlet Temperature 25, 35, 45 °C 

Heat Sink Fin Thickness 0.6, 0.8, 1.0, 1.2, 1.4, 1.6 mm 

Heat Sink Fin Count 20, 22, 24, 26, 28, 30 

Objective Function Minimize HS Thermal Resistance 

 

 
Figure 3.4 ANSYS Workbench optiSLang Integration 
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A design of experiments (DoE) is generated for the input design variables to conduct a 

sensitivity analysis for determining the effect of input variables on the objective function. This 

step is known as the design exploration phase where the design space is sampling using the selected 

sampling approach. In the current study, AMOP sampling is used to conduct the design space 

exploration. The outputs of heat sink thermal resistance and heater temperature are calculated for 

each sample and outputs from this phase are used to generate response surface plots and the total 

effects matrix in OptiSLang. The total effects matrix is used to determine the weighted relationship 

between input design variables and the output parameters and the objective function. 

3.4 Results and Discussion 

3.4.1 Optimization Variable Sensitivity Analysis Results 

The first step in optimization data post-processing is assessing the sensitivity of the 

objective function and output variables to the input design variables through design exploration of 

the total effects matrix, to determine the relative impact of each design variable on the objective. 

Figure 3.5 displays the total effects matrix for the optimization sensitivity study. The objective 

function, heat sink thermal resistance, is primarily a function of Heater TDP, with a weight of 

52.5%. In practice, this is often a hardware constraint rather than a tunable variable, with the goal 

of sufficiently cooling higher power dissipations. A key takeaway from the total effects matrix is 

that for the natural convection design space of this study, fin thickness has a significantly larger 

impact on heatsink thermal resistance than the number of fins, with a weight of 42.5% and 23.0%, 

respectively. Additionally, the total effects matrix is used to assess the total CoP of the model. The 

CoP is 100% for the objective function, and greater than 99% for all output variables. This 
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indicates that the data points generated by the AMOP sampling approach was successful and all 

input variables are meaningful to the outputs. 

 
Figure 3.5 Multi-Design Variable Total Effects Matrix 

3.4.2 Optimal Heat Sink Fin Parameter Results 

Heat sink thermal resistance has been shown to be a function of both fin thickness (mm) 

and fin count from the total effects matrix (Figure 3.5). The dependent relationship between heat 

sink thermal resistance and fin design parameters can be visually represented with 3D response 

surfaces, shown in Figures 3.6 – 3.8 for various samples of Heater TDP and Inlet Fluid 

Temperature. The optimal heat sink fin thickness and fin count results for the design space are 

tabulated for each sampled TDP and Inlet Temperature in Table IV and V respectively. 
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Figure 3.6 Optimization Response Surface Plot - Heat Sink Thermal Resistance for Fin 

Parameters at 25 C, 350 W 



41 

 
Figure 3.7 Optimization Response Surface Plot - Heat Sink Thermal Resistance for Fin 

Parameters at 35 C, 450 W 

 
Figure 3.8 Optimization Response Surface Plot - Heat Sink Thermal Resistance for Fin 

Parameters at 45 C, 250 W 
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Table 3.4 Optimal Fin Thickness [mm] 

Inlet Fluid 

Temperature 

Heater TDP 

250 

W 
350 W 450 W 

25 °C 1.4 1.4 1.6 

35 °C 1.4 1.6 1.2 

45 °C 1.4 1.2 1.2 

 

Table 3.5 Optimal Fin Count (Spacing [mm]) 

Inlet Fluid 

Temperature 

Heater TDP 

250 W 350 W 450 W 

25 °C 
22 

(2.63) 

22 

(2.63) 

22 

(2.42) 

35 °C 
24 

(2.28) 

22 

(2.42) 

26 

(2.20) 

45 °C 
24 

(2.28) 

26 

(2.20) 

26 

(2.20) 

 

3.5 Conclusions 

Natural convection single-phase immersion cooling is of interest for its ability to cool 

higher power densities than forced-air cooling while maintaining a more overall energy-efficient 

thermal management system [10-11]. This study analyzed and optimized parallel fin heat sink 

design parameters for natural convection single-phase immersion cooling for various inlet fluid 

temperatures and chip power dissipations using ANSYS Icepak and OptiSLang for computational 

fluid dynamics simulations and multi-design variable sensitivity analysis and optimization. The 
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relative weighted impact of TDP, inlet fluid temperature, fin thickness, and fin count (spacing) 

were determined with an AMOP sampling of CFD data points and optimized for the variable 

problem constraints and boundary conditions. 

 

 

  



44 

Chapter 4 

Machine Learning-Based Heat Sink Optimization Model for Single-Phase 

Immersion Cooling 

Reprinted with Permission [30] 

4.1 Introduction 

The accelerating demand for data-driven technologies such as artificial intelligence, 

enterprise cybersecurity, and high-power edge computing is being met with rapid growth in the 

scale and number of data centers worldwide [1]. In order to meet critical performance 

requirements, data center computational workloads are rising while response times shorten. This 

necessitates electronic component device miniaturization and continual improvements in data 

center server density. Despite increases in IT equipment energy efficiency, the total energy 

consumption of data centers is projected to as much as triple over the next decade [2]. With power 

densities ranging 15-100 times greater than standard commercial buildings, effective thermal 

management of data centers is the key enabler for sustained future growth [3].  

 
Figure 4.1 Comparison of Data Center Cooling Technologies [4] 
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Traditional air-cooling thermal management strategies are limited by the total thermal 

design power (TDP) that can be effectively cooled. To combat increased power-density and rising 

energy consumption, various propositions to either improve the operational performance of current 

cooling strategies [5-6] or the implementation of liquid-based cooling technologies [7-8] have been 

investigated. While there are multiple promising liquid-cooling methodologies, single-phase 

immersion cooling (SPIC) is established as a low infrastructure cost, low-complexity, and easy to 

deploy liquid-cooling approach. In addition to superior thermal performance over air-cooling, 

SPIC also provides reliability enhancements such as lower risk of system contamination and 

reduced vibration-induced component failure due to the complete submersion of the server in a 

dielectric fluid. The implementation of SPIC with data center servers initially designed for air-

cooling applications requires additional design considerations, such as removal of air-cooling 

hardware, hermetically sealing open drives, and material compatibility must be addressed. 

Air-cooled component heat sinks are optimized for the fluid properties of air as the cooling 

fluid. Thus, in order to take full advantage of the improved thermal properties of SPIC with air-

cooled hardware, the component heatsinks on high power-density electronics such as the central 

processing unit (CPU) and the graphics processing unit (GPU) must be optimized for the SPIC 

dielectric fluid. The thermal performance optimization of plate-fin heat sinks has been broadly 

studied in the literature [9-12]. 
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4.2 Overview of Machine Learning Modeling Approach and Techniques 

4.2.1 Supervised Machine Learning Overview 

The emergence of machine learning (ML) algorithms for data-driven statistical modeling 

as an effective new predictive tool for modeling the behavior of complex non-linear systems allows 

for new advances not easily achieved through traditional physics-based modeling approaches. 

Given a large enough data set which appropriately defines the problem space, ML techniques have 

been used to predict system behavior in a broad range of fields in engineering, medicine, and the 

financial sector [13-16]. More specifically, ML has seen a growing utilization in Data Center 

thermal performance evaluation [17-19], energy efficiency enhancement [20-21], and thermal 

management infrastructure control[22-24]. The current state of the literature focuses on macro 

scale thermal management strategies, and to the best of the author’s knowledge, no current 

literature studies the applications of ML on server or heat sink level performance optimization. 

The ML algorithms analyzed in this study such as polynomial regression, random forest, and 

neural networks are also currently being utilized to build complex system models within other 

thermal science and thermal management applications [25-26]. 

Supervised machine learning algorithms require a labeled training data set 

{𝒙𝒊,𝒚𝒊},𝑖=1,2,…,𝑛, 𝒙𝒊 ∈ ℝ𝑑, and 𝒚𝒊 ∈ ℝ𝑘.  

The learning task is to define an unknown function 𝑓∶ ℝ𝑑→ℝ𝑘, such that: 

 𝑦𝑖 = 𝑓(𝑥𝑖) + 𝛿𝑖, ∀ 𝑖 ∈ {1,2,…,𝑛} where 𝛿𝑖 is the error associated with the 𝑖th data point. In 

the context of this study, 𝒙𝒊 is the input feature vector containing five input features: i. heat sink 

height, ii. fin thickness, iii. number of fins, iv. fluid flow condition, v. heat sink material.  
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The following ML techniques differ in their approach to obtain the target function and 

minimizing regression error. 

Two primary considerations when selecting a supervised machine learning algorithm for 

implementation are accuracy of the regression model and model interpretability. The model’s 

prediction accuracy is characterized by the model’s flexibility to fit the dataset. For statistical 

regression-based models, accuracy is inversely proportional to the amount of underlying non-

linearity in the data set due to the inherent rigidness of the technique. However, statistical models 

exhibit high interpretability by outputting a closed-form mathematical equation describing the 

dependency between input features and target outputs. Non-linear ML methods, such as random 

forest regression and neural networks, are very effective at modeling non-linear datasets, but 

sacrifice model interpretability and are therefore described as very accurate black-box models. 

4.2.2 Polynomial Regression 

Statistical regression fits a multi-dimensional hyperplane onto the data point domain such 

that the summation of the squared distances from the hyperplane to each data point is minimized. 

The flexibility of the hyperplane is represented by the order of equations used to build the model. 

It was determined through an exhaustive search of polynomial order that for the present data set, 

a polynomial regression of 3rdorder represents the best-fit of the data and represents the 

relationship between the input features and target outputs. A 3rdorder polynomial equation was 

determined to be the best predictor of outputs without risking overfitting the model to the training 

data, and adding higher order terms did not produce any additional benefit in the model’s predictive 

performance capability. 
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4.2.3 Random Forest 

Decision trees are based upon a set of splitting rules which are used to stratify the predictor 

space into simplified regions in order to optimize the objective function. Because the splitting rule 

set which divides the predictor space is graphically drawn as an upside down tree with mean 

observations in the leaves, or nodes, at the bottom and root at the top, this stratification is denoted 

as decision tree-based methodology. In particular, the random forest ML algorithm takes 

advantage of the bagging technique, as well as random feature selection, providing a more 

established ensemble decision tree. A single decision tree model has been shown to have high 

variance, since it overfits the data, performing with very high accuracy on the training data, but 

fails to generalize to unseen test data. One method for overcoming this inherent overfitting seen in 

decision trees is by utilizing the bagging technique (or bootstrap aggregating). Bagging reduces 

variance and produces a model that may successfully make generalized predictions on unseen test 

data. Bagging fits n number of decision tree models to n data samples and the average of all trees 

is taken as the final model used for predicting outputs. Finally, by considering only a subset of the 

features at each decision split for each internal node, random forest algorithms introduce an 

additional improvement over bagged decision trees in that they de-correlate each individual tree 

within the forest. 
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4.2.4 Neural Network 

Neural networks (or Artificial Neural Networks) are distributed adaptive machines 

comprised of computing cells, or neurons, that are capable of storing acquired knowledge through 

experiential training and learning processes. The intercell, or interneuron connections are 

associated with synaptic weights which are used to store experiential knowledge. Typically, neural 

networks are organized with neuron layers. The first layer, or input layer, is responsible for 

receiving the training data input features. Successive layers, or hidden layers, are passed the 

outputs from the preceding layer. The number of layers within the neural network and number of 

synaptic weights contained within each hidden layer are tunable features of the neural network 

algorithm and have a great amount of impact on the final accuracy of the model produced. The 

final hidden layer, or output layer, outputs the predicted target values. 

4.3 Machine Learning Model Implementation 

4.3.1 Machine Learning Dataset 

The primary objective of this study is to investigate the efficacy of machine learning 

models to predict thermal resistance and pressure drop for a parallel plate-fin heat sink of an air-

cooled Open Compute server in order to optimize performance for immersion cooling applications. 

This study utilizes results obtained from a previous work in which an experimentally validated 

high-fidelity computational fluid dynamics (CFD) ANSYS model of the server was used to 

conduct a multi-objective and multi-design variable heat sink optimization study in 
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OptiSLang[27].OptiSLang is a design optimization extension utilized as part of ANSYS 

Workbench, and can be directly integrated with any ANSYS thermal, structural, electrical, or fluid 

tools. The optimization design variable input parameters are: i. heat sink height, ii. fin thickness, 

iii. number of fins.  

Fins allow for increased overall heat sink surface area, improving the overall heat transfer 

of the heat sink by lowering thermal resistance. However, a competing performance metric is 

pressure drop, whereby the heatsink impedes the continuity of the cooling fluid. Optimal fin 

geometry minimizes both thermal resistance and pressure drop and is a function of multiple factors, 

such as fluid inlet flow rate and density. Each design variable contained a range of 6 discrete 

values, and included two flow boundary conditions, forced flow inlet at 2 LPM, and natural 

convection.  

Each heat sink configuration and flow condition were carried out for aluminum and copper 

heat sink materials, and peak utilization power for each CPU is 115 W. The baseline air-cooled 

heat sink parameters are as follows: fin count of 41, base thickness of 4 mm, fin thickness of 0.23 

mm, with a fin height of 37mm. The dielectric fluid selected for the CFD study is a commercially 

available synthetic fluid, EC100, and is held as a constant throughout the analysis.  
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Through these four parametric simulations a database of 864 data points for outputs of 

thermal resistance and pressure drop were generated and used to train and test three machine 

learning models; polynomial regression, random forest regression, and neural network regression 

in their ability to predict these two output parameters as a function of the five inputs. 

 

 

 

 

 

Table 4.1 Optimization Input Design Variables (Bold are Air-Cooled Baseline Values) 

 

 

Overall Heat 

Sink Height 

(mm) 

Fin 

Thickness 

(mm) 

No. of 

Fins 
Material 

Fluid 

Flow 

 26 0.23 25 Aluminum 0 LPM 

 29 0.32 27 Copper 2 LPM 

 32 0.41 29   

 35 0.5 31   

 38 0.59 33   

 41 0.68 35   

Step Size 3 0.09 2   

Design Points 6 6 6 2 2 

Total Number of Design Points (6 x 6 x 6 x 2 x 2) = 864 

Figure 4.2 Open Compute Air-Cooled Server and ANSYS Model 
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Figure 4.3 Comparison of Junction Temperature CFD Simulation Results and Experimental 

Validation Data [27] 

This study analyzes three supervised learning algorithms and compares their ability to build 

accurate predictive models to map heat sink design features and boundary conditions as inputs to 

two discrete outputs; heat sink thermal resistance and heat sink pressure drop. The objective of 

this comparison is to identify interesting features of the algorithms, analyze hyperparameter tuning 

sensitivity, and compare the evaluated predictive capabilities and performance between 

algorithms. 

The training dataset was generated by the numerical CFD simulations as discussed in 

Section 2. 216 data points of heat sink fin design features were simulated for both aluminum and 

copper heat sink material, and for forced and natural convection single-phase immersion cooling 

inlet flow boundary conditions. These 4 parametric simulations of 216 design points generated a 

total of 864 data points, which were used to develop three predictive models build by training 

supervised learning algorithms, polynomial regression (PR), random forest (RF), and neural 
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network (NN). During data preprocessing, 7 data points were removed due to result tabulation 

error, resulting in a total of 857 data points. The dataset was divided by allocating 90% of the total 

data points to the training data set, with the remaining 10% allocated to the test data set to evaluate 

the trained model’s predictive accuracy. The training set of 771 data points was further subdivided 

with 10% of that allocated to a cross-validation data subset. The input feature vectors were 

standardized prior to model training. The target output vector for heat sink thermal resistance was 

passed through an elementwise multiplier of 100 in order to obtain the same order of magnitude 

for both thermal resistance and pressure drop. This was done in order to eliminate biasing the 

model weights toward the target with larger scaler values. Once the model weights were 

determined, the target outputs for thermal resistance were passed through an elementwise divider 

of 100 to return the final predicted values for thermal resistance. 

4.3.2 Hyperparameter Tuning and Cross Validation 

Overall model performance and prediction accuracy require that algorithm 

hyperparameters are tuned correctly in order to define model complexity and sufficient capacity 

for non-linearity of the dataset. In this study, hyperparameters considered for decision tree-based 

random forest regression include number of trees in the forest, maximum tree depth, split sampling 

quantity, and minimum data points allowed in a leaf node. Hyperparameters considered for neural 

network were number of hidden layers and dimension (number of nodes per layer) as the structural 

parameters. It should be noted that the chaining of linear (dense) layers is arbitrary and provides 
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no additional representative power, therefore a rectified linear unit (ReLU) activation function was 

utilized following each hidden layer to model non-linearities, and the Adam Optimizer was used 

for weight updates.  

Hyperparameter optimization was carried out through exhaustive grid-search cross-

validation (CV) with stratified 10-folds as it is believed that this would show better representation 

of the samples within the dataset. During training, learning curves and validation curves were 

plotted using averages that represent averages for accuracy across the folds; standard deviation 

bars represent the standard deviation bound of across the folds (+/-). 

4.3.3 Metrics of Performance 

Algorithm Metrics of Performance (MOP) were defined up front to establish a common 

comparison between the effectiveness of each learning algorithm when fitting the data. Mean 

Absolute Error (MAE) was used for learning curves and comparison metrics since it maintains the 

same units as the outputs being predicted and therefor can be directly compared. Mean Absolute 

Error (MAE) is calculated by the summation of the absolute difference between the predicted 

output value and actual output value, divided by the total number of data points in the set. 

MAE =
∑ |𝒚𝒊 − �̂�𝑖|
𝑛
𝑖=1

𝑛
 (4.1) 
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4.3.4 Supervised Learning Analysis Framework 

A Python framework was designed to train algorithms, taking advantage of existing 

machine learning libraries: scikit-learn for polynomial regression, random forest regression and 

validation curve/learning curve/grid search functionality while tensorflow was leveraged for 

neural network development. A keras API was used to combine tensorflow functionality with the 

same scikit-learn tools used to analyze the scikit-learn based learning algorithms [28-29]. 

4.4 Results and Discussion 

4.4.1 Machine Learning Model Results 

4.4.1.1 Learning Curve Comparison 

Learning curves provide insight into how effective a particular model is when exposed to 

increasing quantities of training data. The scikit-learn function “learning_curve” was used to 

generate 10-fold cross-validation models and statistics were plotted to examine model bias and 

variance. At each training data size, the mean of the training and validation MAE over all 10-fold 

model fits was computed. The standard division of the MAE for training and validation was also 

computed over all 10-folds to provide information about each model’s level of consistency when 

fit to different subsets of the training data (as the amount of training data increases). The +/-1 

standard deviation bound is shaded on each learning curve. 

An initial sweep over polynomial degrees showed lowest validation error for a degree 3 

polynomial regression model. The random forest regressor and neural network were tuned 
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similarly to yield the results shown in Figures 5 and 6. From Figure 4, the polynomial regression 

algorithm MAE does not change significantly with each fold and when more data is added the 

model; the model improves with more data but begins to level off at 693 samples. The polynomial 

regression algorithm also shows the lowest variance gap of the three algorithms, the difference 

between the training and cross-validation curves which reflects consistency in the model’s ability 

to generalize to a similar level of error as the model’s error on the training data.  

Between the low variance gap and convergence of the learning curves, the polynomial 

regression algorithm would not be expected to improve significantly if additional data was added. 

The random forest regressor learning curve (Figure 5) shows less certainty in the model given 

different folds as the cross-validation standard deviation is wider; this shows that the MAE varied 

more across each of the 10 folds when compared to polynomial regression. Despite being a more 

complex algorithm and showing signs of potential improvement with additional data (positive 

slope at 693 samples), the random forest regressor does not achieve the same desirable learning 

curve outcomes as that of the polynomial regression algorithm: low variance gap between training 

and cross-validation error. The neural network performed better than the random forest regressor 

in terms of training and cross-validation error curves and showed convergence of close errors over 

both. The neural network architecture chosen (each hidden layer densely connected with a ReLU 

after each) converged to a lower score than that of polynomial regression. 
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Figure 4.4 Polynomial Regression Model Learning Curve (Polynomial Degree = 3) 

 
Figure 4.5 Random Forest Regressor Model Learning Curve (Estimator Count = 150, Tree 

Maximum Depth = 10) 
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Figure 4.6 Neural Network Model Learning Curve (Hidden Layers = 4, Hidden Layer Dimension 

= 128, Learning Rate = 0.0005, Epochs = 50, Batch Size = 32) 

 

4.4.1.2 Thermal Resistance Prediction Comparison 

Table II. tabulates the mean absolute error (MAE) in predicted Thermal Resistance (°C/W) 

and Pressure Drop (Pa) compared to CFD computationally computed values for each algorithm’s 

training set, test set, and total cumulative performance as quantified by MAE. 

For thermal resistance, polynomial regression performed best, with a MAE of 0.00052 

°C/W (training data), 0.00063 °C/W (test data), and total overall MAE of 0.00053 °C/W. 

Intuitively, this means that on average, given a set of inputs within the defined problem space, the 

model will predict thermal resistance +/- 0.00053 °C/W. Random forest performed with a total 

overall MAE of 0.000875 °C/W, and Neural Network performed with a total overall MAE of 

0.00123 °C/W.  
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Notably, Polynomial Regression performing better than RF and NN indicates that while 

the governing physics of fluid mechanics and heat transfer are non-linear, the author’s explanation 

for this result is that inlet fluid properties that are primarily responsible for the non-linear behavior, 

including temperature and flow rate, are held constant for the data set used to train the models. 

Given this, it is expected that introducing more data for variable fluid inlet temperature and flow 

rate would result in a more non-linear data set which would benefit further from the complex non-

linear machine learning algorithms. 

Unity plots (Figures 7-9) were used to verify the outputs of the model relative to the CFD 

values for both the training and test data. The test data was withheld until final model selection 

and never used as part of the training or incremental validation processes. All three models fit 

consistently across thermal resistance values with the exception for a distinct few training and test 

outliers seen in the same data range for each model. 
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Figure 4.7 Polynomial Regression Model Unity Plot for Thermal Resistance 

(Polynomial Degree = 3) 

 
Figure 4.8 Random Forest Regressor Model Unity Plot for Thermal Resistance  

(Estimator Count = 150, Tree Maximum Depth = 10) 
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Figure 4.9 Neural Network Model Unity Plot for Thermal Resistance (Hidden Layers = 4, 

Hidden Layer Dimension = 128, Learning Rate = 0.0005, Epochs = 50, Batch Size = 32) 

4.4.1.3 Pressure Drop Prediction Comparison 

Given that heat sink pressure drop is strongly dependent upon fluid velocity, the resulting 

pressure drop is strongly grouped based on flow regime. Natural convection flow conditions 

resulted in lower pressure drops overall compared to forced flow. Figures 10-12 show pressure 

drop results for all data points, while Figures 13-15 display only those results associated with the 

natural convection inlet flow condition.  

Unity plots for pressure drop showed that each model underestimated consistently at higher 

pressure drop values. The outliers are also more extreme (Figure 10), which shows there are 

particular inputs that all three algorithms have a difficult time predicting. The clustering of the 
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lower pressure drop values required isolation of the low region (0 to 2.25 Pa) on a separate plot 

for each algorithm. Interestingly, despite having higher training and test error, the random forest 

regressor fit the lower pressure drop values much tighter than the neural network and polynomial 

regression algorithms. This is likely because the random forest averages predictions  

over 150 estimators and is therefore less susceptible to variance. 

 

 Table 4.2 Performance Summary of Machine Learning-Based Predictive Models on Thermal 

Resistance and Pressure Drop 

 

 

 

 

 

    

 Polynomial Regression Random Forest Neural Network 

Mean 

Abs. Error 
Train Test Total Train Test Total Train Test Total 

Thermal 

Resistance 

[°C/W] 

0.00052 0.00063 0.000531 0.00079 0.00164 0.000875 0.0012 0.00149 0.00123 

Pressure 

Drop 

[Pa] 

0.168 0.274 0.1786 0.131 0.411 0.159 0.200 0.356 0.216 
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Figure 4.10 Polynomial Regression Model Unity Plot for Pressure Drop  

(Polynomial Degree = 3) 

 
Figure 4.11 Random Forest Regressor Model Unity Plot for Pressure Drop  

(Estimator Count = 150, Tree Maximum Depth = 10) 
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Figure 4.12 Neural Network Model Unity Plot for Pressure Drop (Hidden Layers = 4, Hidden 

Layer Dimension = 128, Learning Rate = 0.0005, Epochs = 50, Batch Size = 32) 

 
Figure 4.13 Polynomial Regression Model Unity Plot for Natural Convection  

(Polynomial Degree = 3) 
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Figure 4.14 Random Forest Regressor Model Unity Plot for Natural Convection  

(Estimator Count = 150, Tree Maximum Depth = 10) 

 
Figure 4.15 Neural Network Model Unity Plot for Natural Convection (Hidden Layers = 4, 

Hidden Layer Dimension = 128, Learning Rate = 0.0005, Epochs = 50, Batch Size = 32) 
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4.5 Conclusion 

This study demonstrates the predictive utility of machine learning algorithms to model 

multiple thermal performance parameters for varying data center server heat sink design inputs. 

Using steady state multi-objective and multi-design variable optimization simulation data, a 

databank of 864 data points is used to train and test ML predictive models for heat sink thermal 

resistance and pressure drop. The methodology of developing and utilizing numerical simulation 

data in support of training machine learning models as shown in this work can be applied to various 

thermal management analyses to identify and optimize parameters to maximize thermal 

performance. While this study successfully highlights the premise of utilizing machine learning 

approaches for modeling server level data center thermal management, expanding the design space 

for which the model is applicable by including additional variables such as inlet flow velocities, 

inlet fluid temperatures, or chip power dissipation would further broaden the applicability of the 

model. 
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Chapter 5 

Future Work 

Future work may be done to further refine the parameters of the Machine Learning (ML) 

algorithms to enhance predictive accuracy. This refinement process will involve fine-tuning the 

algorithmic inputs and optimizing their interaction to yield more reliable and precise predictions 

for multiple output variables within the single—phase immersion cooling design space. 

Another important aspect of future work involves expanding the model design space to 

incorporate additional design variables, thus increasing the model's predictive capability. The 

design space should be broadened to include various input variables such as heatsink design 

parameters, dielectric fluid properties, inlet fluid temperature, inlet fluid flow rate, chip power 

dissipation, and chip base area. By integrating these inputs, the model will be better equipped to 

predict key output variables, including heatsink thermal resistance, heatsink pressure drop, and 

junction temperature. This expanded model will provide a more comprehensive understanding of 

the thermal behavior in advanced cooling systems. 

Additionally, future applications under investigation are focused on developing a machine 

learning-based design tool for single-phase immersion cooling systems. This tool aims to assist in 

the design and optimization of such systems by leveraging ML models to predict and evaluate 

performance metrics. Moreover, another critical application under consideration is the 

development of real-time controllers for single-phase immersion cooling. These controllers wibe 

based on live system modeling and will enable dynamic adjustment of cooling parameters to 

maintain optimal thermal performance under varying operational conditions. These future 

developments will contribute significantly to the advancement of thermal management solutions 

in high-performance computing systems. 
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