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ABSTRACT

ENHANCING THE EFFICIENCY AND SCALABILITY OF

CLOUD NETWORKING SYSTEMS

JIAXIN LEI, Ph.D.

The University of Texas at Arlington, 2024

Supervising Professor: Hui Lu

Overlay networks are the de facto network virtualization technique for provid-

ing flexible and customized connectivity among distributed containers in the cloud.

Despite their widespread adoption, overlay networks incur significant overhead due to

their complexity, resulting in notable performance degradation compared to physical

networks.

In this dissertation, I present our three-stage solutions aimed at addressing

the challenges of efficiency and scalability in cloud-based container overlay networks:

Firstly, we conduct a comprehensive empirical performance study of container over-

lay networks, identifying crucial parallelization bottlenecks within the kernel network

stack. Our observations and root cause analysis uncover that these inefficiencies

primarily arise from the increased complexity and prolonged packet processing paths

introduced by additional network devices. Secondly, we propose Falcon, a fast and bal-

anced container networking approach designed to scale the packet processing pipeline

in overlay networks. Falcon pipelines software interrupts associated with different

network devices of a single flow across multiple cores, thereby preventing the exe-

vi



cution serialization of excessive software interrupts from overloading a single core.

Additionally, Falcon supports multiple network flows by effectively multiplexing and

balancing software interrupts among available cores. Lastly, we introduce MFLOW, a

novel packet steering approach to parallelize the in-kernel data path of network flows.

MFLOW exploits fine-grained packet-level parallelism by splitting packets of the same

flow into multiple micro-flows, allowing parallel processing on multiple cores. This

approach devises new generic mechanisms for flow splitting while preserving in-order

packet delivery with minimal overhead.
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CHAPTER 1

INTRODUCTION

The rapid expansion of cloud services has driven a fundamental transformation

in datacenter infrastructures. Container-based virtualization, as a successor of tra-

ditional virtual machine-based methods, offers a lightweight, process-based approach

that has been widely embraced by cloud data centers for its superior portability, scal-

ability, and agility. Containers facilitate higher server consolidation density and lower

operational costs, leading to widespread industry adoption. Their underlying overlay

networks have become the de facto networking technique for providing customized,

flexible connectivity among distributed container-based services. Various container

overlay network solutions are built upon the tunneling approaches, enabling con-

tainer traffic to traverse physical networks via encapsulating container packets with

host headers. This allows containers within the same virtual network to communicate

in an isolated address space with private IP addresses, while routing packets through

tunnels using the hosts’ public IP addresses. Overlay networks are not only flexi-

ble and extensible but also support various network policies, such as isolation, rate

limiting, and quality of service.

However, despite their advantages, container overlay networks introduce signif-

icant overheads compared to native host networks. Studies have shown that overlay

networks achieve significantly lower throughput and suffer higher packet processing

latency. The prolonged network packet processing path in overlay networks, which

involves multiple namespaces and kernel network stacks, is a primary cause of this

performance degradation. High-speed physical network devices further exacerbate
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these issues, as the kernel must process packets rapidly to match the network speed.

The inefficiency of existing parallelization mechanisms in the kernel network stack and

the poor scalability of overlay networks on multi-core systems add to the challenge.

This dissertation aims to improve the efficiency and scalability of container

overlay networks in cloud environments. Specifically, my research critically revis-

its established cloud infrastructures to identify overlooked system inefficiencies and

proposes the redesign and implementation of systems consistent with contemporary

cloud demands. In the following sections of this chapter, I will briefly introduce my

contributions and outline the organization of this dissertation.

1.1 Contributions

To address the above challenges, this dissertation presents three key contri-

butions focused on enhancing the efficiency and scalability of cloud-based container

overlay networks.

1.1.1 Characterizing the Complex Behaviors of Container Overlay Net-

works

We conduct a comprehensive empirical performance study of container overlay

networks [1] to uncover critical parallelization bottlenecks within the kernel network

stack. Our detailed profiling and root cause analysis reveal that the high overhead

and low efficiency of container overlay networks are complex and multifaceted:

First, high-performance, high-speed physical network devices (e.g., 40 and 100

Gbps Ethernet) require rapid packet processing by the kernel. However, the prolonged

packet path in container overlay networks, involving multiple network devices, sig-

nificantly slows down per-packet processing speed. More critically, we observe that

modern operating systems only provide parallelization at the per-flow level rather

2



than per-packet. As a result, the maximum network throughput of a single container

flow is limited by the processing capability of a single core (e.g., 6.4 Gbps for TCP

in our case). Furthermore, while multi-core CPUs and multi-queue network interface

cards (NICs) enable packets from different flows to be routed to separate CPU cores

for parallel processing, container overlay networks exhibit poor scalability. Network

throughput increases by only 4x despite a 6x increase in the number of flows. Addi-

tionally, under the same throughput conditions (e.g., 40 Gbps with 80 flows), overlay

networks consume significantly more CPU resources (e.g., 2 to 3 times more). Our

investigation identifies that this severe scalability issue is largely due to the ineffi-

cient interplay within the kernel among pipelined, asynchronous packet processing

stages – an overlay packet traverses among the contexts of one hardware interrupt,

three software interrupts, and the user-space process. With more flows, hardware

inefficiencies such as poor cache efficiency and high memory bandwidth utilization

become pronounced. Lastly, we observe that for flows with small packet sizes, these

inefficiencies become even more severe in container overlay networks, which achieve

only 50% of the packet processing rate of native hosts (e.g., for UDP packets). In

addition to the prolonged network path, the high interrupt request (IRQ) rate and

the associated high software interrupt (softirq) rate (i.e., 3x the IRQs) impair overall

system efficiency by frequently interrupting running processes, resulting in enhanced

context switch overhead.

1.1.2 Accelerating Packet Processing via Device-Level Pipelining

Overlay networks are essential in orchestrating communications among contain-

ers, yet they incur substantial performance losses when compared with host native

networks. For instance, my research [1] indicated that a single container overlay flow

experienced a 72% throughput degradation for TCP and a 58% degradation for UDP.
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Such inefficiency primarily stems from the increased complexity introduced by over-

lay networks along the prolonged packet processing path, which includes additional

network devices and consequently triggers numerous serialized software interrupts

(e.g., container overlay networks incur 3x more software interrupts than host native

networks). These interrupts can easily saturate a single CPU core. Unfortunately,

existing in-kernel scaling methods are limited to distributing multiple flows across

different CPU cores, thus proving inadequate for accelerating a single flow. Kernel’s

inefficiency and lack of parallelization mechanisms prevent these additional interrupts

from being processed concurrently. Our in-depth investigations uncovered a previ-

ously unrecognized insight: packet processing within the context of a software inter-

rupt is, in fact, associated with per individual network device. This discovery opened

up new opportunities for scaling the execution of successive software interrupts from

a single intensive container overlay flow across multiple CPU cores.

Motivated by this discovery, we developed FALCON [2], a fast and balanced

container networking solution that parallelizes the processing of software interrupts

associated with various network devices across multiple CPU cores. To achieve this,

we implemented an innovative hashing mechanism in the kernel: It activates multiple

transition functions on network devices, which perform re-hashing based on 5-tuple

information, including IPs, ports, and network device IDs. This enables FALCON to

allocate software interrupts from a single flow across various CPUs, assigning distinct

hash values to different network devices for targeted CPU core processing. Addi-

tionally, FALCON maintains balance among multiple network flows (or processing

pipelines) by monitoring system-wide CPU utilization and employing a two-choice,

low-overhead algorithm for adaptive balancing (re-hashing only if the primary CPU

choice is occupied) without constant CPU workload comparisons. The effectiveness

of FALCON has been validated through comprehensive evaluations. Real-world ap-
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plications demonstrated that FALCON significantly boosted throughput performance

(increasing by up to 300% for web serving) and mitigated tail latency (reducing by up

to 53% for data caching), while ensuring an even distribution of networking workloads

throughout the system.

1.1.3 Accelerating Packet Processing via Packet-Level Parallelism

Equipped with state-of-the-art solutions like FALCON [2], the processing of

a single container overlay flow can be split into multiple stages, each managed by

a dedicated CPU core. Nonetheless, one limitation of FALCON is that its device-

level pipelining approach is relatively coarse-grained. Despite the distribution of

software interrupts over multiple CPU cores, a heavily utilized network device might

still saturate a single CPU core, thus becoming a system bottleneck. A real-world

scenario is: in TCP processing, intensive functions such as per-packet socket buffer

(skb) allocation and generic receive offload (GRO) within the context of the first

software interrupt can easily exceed one CPU core’s processing capability. Although

FALCON does suggest a function-level splitting to balance these tasks across cores,

the skb allocation function alone can overload a single core. Hence, while advanced

solutions like FALCON offer a certain degree of parallelization in packet processing,

they fall short of addressing new bottlenecks.

To address the newly identified challenges, we proposed MFLOW [3], an in-

novative packet steering approach that exploits fine-grained, packet-level parallelism.

MFLOW differentiates a single flow into multiple micro-flows, each processed indepen-

dently on different CPU cores. Specifically, it routes skb allocation requests (treated

as individual packets) within the NIC driver – immediately following hardware in-

terrupts, to newly established per-core request ring buffers, subsequently initiating

software interrupts on targeted CPU cores via inter-process interrupts (IPIs). Since
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each micro-flow only contains a small batch of packets, the entirety of its processing

stack, even though remaining on a single core, does not lead to a performance bottle-

neck. Another critical aspect of MFLOW is its flow reassembly mechanism. Given the

diverse processing capacities of CPU cores, micro-flows may suffer from the potential

sequence disorder, leading to reassembly overheads. MFLOW tackles this challenge

with two strategies: First, micro-flows can be calibrated with an optimal batch size

to substantially minimize sequence disruptions. Second, during dispatch, packets are

tagged with batch numbers. The reassembly thread of MFLOW prioritizes a batch

of packets for final-stage merging only when their sequence numbers align with the

expected order, while out-of-order batches are held in per-core buffer queues. This

batch-oriented reassembly method is markedly more efficient than Linux kernel’s de-

fault per-packet reordering. Performance evaluations demonstrated that MFLOW

significantly elevated the throughput of a single container overlay flow (e.g., by 81%

in TCP and 139% in UDP) and amplified application-level performance (e.g., by up

to 7.5x for web serving).

1.2 Dissertation Organization

This dissertation is organized into seven chapters, each detailing a different

aspect of my research.

• In chapter 1, I introduce the background and motivation of this dissertation

and provide an overview of my contributions.

• In chapter 2, I conduct a comprehensive empirical performance study of con-

tainer overlay networks and root cause analysis within the kernel network stack

to uncover critical parallelization bottlenecks.

• In chapter 3, I present Falcon, a fast and balanced container networking ap-

proach designed to scale the packet processing pipeline in overlay networks.
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• In chapter 4, I introduce MFLOW, an innovative packet steering approach that

exploits fine-grained, packet-level parallelism.

• In chapter 5, I review the related research, developments and technologies in

the field of cloud networking systems.

• In chapter 6, I explore potential future research directions to address emerging

challenges in cloud systems.

• In chapter 7, I summarize the key findings and contributions of this dissertation.
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CHAPTER 2

TACKLING PARALLELIZATION CHALLENGES OF KERNEL

NETWORK STACK FOR CONTAINER OVERLAY NETWORKS

Overlay networks are the de facto networking technique for providing flexible,

customized connectivity among distributed containers in the cloud. However, overlay

networks also incur non-trivial overhead due to its complexity, resulting in significant

network performance degradation of containers. In this chapter, we perform a compre-

hensive empirical performance study of container overlay networks which identifies

unrevealed, important parallelization bottlenecks of the kernel network stack that

prevent container overlay networks from scaling. Our observations and root cause

analysis cast light on optimizing the network stack of modern operating systems on

multi-core systems to more efficiently support container overlay networks in light of

high-speed network devices.

2.1 Introduction

As an alternative to virtual machine (VM) based virtualization, containers offer

a lightweight process-based virtualization method for managing, deploying and exe-

cuting cloud applications. Lightweight containers lead to higher server consolidation

density and lower operational cost in cloud data centers, making them widely adopted

by industry — Google even claims that “everything at Google runs in containers” [4].

Further, new cloud application architecture has been enabled by containers: ser-

vices of a large-scale distributed application are packaged into separate containers,

automatically and dynamically deployed across a cluster of physical or virtual ma-
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chines with orchestration tools, such as Apache Mesos [5], Kubernetes [6], and Docker

Swarm [7].

Container overlay networks are the de facto networking technique for providing

customized connectivity among these distributed containers. Various container over-

lay network approaches are becoming available, such as Flannel [8], Weave [9], Calico

[10] and Docker Overlay [11]. They are generally built upon the tunneling approach

which enables container traffic to travel across physical networks via encapsulating

container packets with their host headers (e.g., with the VxLAN protocol [12]). With

this, containers belonging to a same virtual network can communicate in an isolated

address space with their private IP addresses, while their packets are routed through

“tunnels” using their hosts public IP addresses.

Constructing overlay networks in a container host can be simply achieved by

stacking a pipeline of in-kernel network devices. For instance, for a VxLAN overlay,

a virtual network device is created and assigned to a container’s network names-

pace, while a tunneling VxLAN network device is created for packet encapsula-

tion/decapsulation. These two network devices are further connected via a virtual

switch (e.g., Open vSwitch [13]). Such a container overlay network is also extensible:

various network policies (e.g., isolation, rate limiting, and quality of service) can be

easily added to either the virtual switch or the virtual network device of a container.

Regardless of the above-mentioned advantages, container overlay networks incur

additional, non-trivial overhead compared to the native host network (i.e., without

overlays). Recent studies report that overlay networks achieve 50% less throughput

than the native and suffer much higher packet processing latency [14, 15]. The pro-

longed network packet processing path in overlay networks can be easily identified

as the main culprit. Indeed, as an example in the above VxLAN overlay network,

a packet traverses three different namespaces (i.e., the container, overlay and host)
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and two kernel network stacks (the container and host) in both sending and receiving

ends, leading to high per-packet processing cost and long end-to-end latency. How-

ever, our investigation reveals that the causes of high-overhead and low-efficiency of

container network overlays are much complicated and multifaceted:

First, the high-performance, high-speed physical network devices (e.g., 40 and

100 Gbps Ethernet) require the kernel to quickly process each packet (e.g., 300 ns

for a 40 Gbps network link). However, as stated above, the prolonged packet path in

container overlay networks slows down the per-packet processing speed with multiple

network devices involved. More critically, we observe that modern OSes only pro-

vide parallelization of packet processing at the per-flow level (instead of per-packet);

thus, the maximum network throughput of a single container flow is limited by the

processing capability of a single core (e.g., 6.4 Gbps for TCP in our case).

Further, the combination of multi-core CPUs and multi-queue network interface

cards (NIC) allows packets of different flows to route to separate CPU cores for parallel

processing. Unfortunately, container overlay networks are observed to produce poor

scalability — the network throughput increases by 4x with 6x number of flows. In

addition, under the same throughput (e.g., 40 Gbps with 80 flows), overlay networks

consume much more CPU resources (e.g., 2 ∼ 3 times). Our investigation finds that

this severe scalability issue is largely due to the inefficient interplay by kernel among

pipelined, asynchronous packet processing stages — an overlay packet traverses among

the contexts of one hardware interrupt, three software interrupts and the user-space

process. With more flows, the hardware also becomes inefficient with poor cache

efficiency and high memory bandwidth.

Last, research has long observed inefficiency in the kernel network stack for

flows with small packet sizes. We observe that such inefficiency becomes more severe

in container overlay networks which achieve as low as 50% packet processing rate
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of that in the native host (e.g., for UDP packets). We find that, in addition to

prolonged network path processing path, the high interrupt request (IRQ) rate and

the associated high software interrupt (softirq) rate (i.e., 3x of IRQs) impair the

overall system efficiency by frequently interrupting running processes with enhanced

context switch overhead.

In this chapter, we perform a comprehensive empirical performance study of

container overlay networks and identify the above-stated new, critical parallelization

bottlenecks in the kernel network stack. We further deconstruct these bottlenecks to

locate their root causes. We believe our observations and root cause analysis will cast

light on optimizing the kernel network stack to well support container network stacks

on multi-core systems in light of high-speed network devices.

2.2 Background

In this section, we introduce the background of network packet processing (un-

der Linux) and the existing optimizations for network packet processing.

2.2.1 Network Packet Processing

Packet processing traverses NICs, kernel space, and user space. Taking receiving

a packet as an example (Figure 2.1): When a packet arrives at the NIC, it is copied

(via DMA) to the kernel ring buffer and triggers a hardware interrupt (IRQ). The

kernel responds to the interrupt and starts the receiving path. The receiving process

in kernel is divided into two parts: the top half and the bottom half. The top half

runs in the context of a hardware interrupt, which simply inserts the packet in the

per-CPU packet queue and triggers the bottom half. The bottom half is executed in

the form of a software interrupt (softirq), scheduled by the kernel at an appropriate

time later and is the main routine that the packet is processed through the network
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Figure 2.1: Illustration of data receiving path in Linux kernel.

protocol stack. After being processed at various protocol layers, the packet is finally

copied to the user space buffer and passed to the application.

2.2.2 Container Overlay Networks

Overlay networks are a common way to virtualize container networks and pro-

vide customized connectivity among distributed containers. Container overlay net-

works are generally based on a tunneling technique (e.g., VxLAN): When sending a

container packet, it encapsulates the packet in a new packet with the (source and

destination) host headers; when receiving an encapsulated container packet, it decap-

sulates the received packet to recover the original packet and finally delivers it to the

target container application by its private IP address.

As illustrated in Figure 2.1, the overlay network is created by adding additional

devices, such as a VxLAN network device for packet encapsulation and decapsulation,

virtual Ethernet ports (veth) for network interfaces of containers, and a virtual bridge
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to connect all these devices. Intuitively, compared to the native host network, a

container overlay network is more complex with longer data path. As an example in

Figure 2.1, receiving one container packet raises one IRQ and three softirqs (by the

host NIC, the VxLAN, the veth separately). In consequence, the container packet

traverses three network namespaces (host, overlay and container) and two network

stacks (container and host). Inevitably, it leads to high overhead of packet processing

and low efficiency of container networking.

2.2.3 Optimizations for Packet Processing

There is a large body of work targeting at optimizing the kernel for efficient

packet processing. We categorize them into two groups:

(1) Mitigating per-packet processing overhead: Packet processing cost generally

consists of two parts: per-packet cost and per-byte cost. In modern OSes, per-

packet cost dominates in packet processing. Thus, a bunch of optimizations have been

proposed to mitigate per-packet processing including interrupt coalescing and polling-

based approaches which reduce the number of interrupts [16, 17, 18]; packet coalescing

which reduces the number of packets that need to be processed by kernel network

stacks (e.g., Generic Receive Offload [19] and Large Receive Offload [20]); user-space

network stacks which bypass the OS kernel thus reducing context switches [21]; and

data path optimizations [22, 23, 24, 25].

(2) Parallelizing packet processing path: High-speed network devices can easily

saturate one CPU core even with the above optimizations. This is especially true in

virtualized overlay networks. To leverage multi-core systems, a set of hardware and

software optimizations have been proposed to parallelize packet processing. Paral-

lelism can be achieved using the hardware approach — a single physical NIC with

multi-queues, each mapping IRQs to one separate CPU core with Receive Side Scal-
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ing (RSS) [26]. Even without the NIC support, Receive Packet Steering (RPS) [27]

can achieve the same RSS functionality in a software manner. Both RSS an RPS use

hash functions (based on packet IP addresses and protocol ports) to determine the

target CPU cores for packets of different flows. As we will show shortly, none of these

approaches work effectively in container overlay networks.

2.3 Evaluation

In this section, we perform empirical studies to illustrate parallelization bottle-

necks of the kernel network stack for container overlay networks.

2.3.1 Experimental Settings

We conducted experiments with three network configurations as follows:

• Native Case. Applications were running in the native host (i.e., no contain-

ers), and communicated with each other using the host IP addresses associated

with the physical network interface — the traditional configuration in a non-

virtualization, non-overlay environment.

• Linux Overlay Case: In this “transitional” case, we added one VxLAN soft-

ware device attached to the host interface. Applications were still running in

the native host, but communicated first through the VxLAN tunneling and

then the host interface. We configured such a VxLAN device using the iproute2

toolset [28].

• Docker Overlay Case: A Docker [29] overlay network was created to route

container packets among hosts. Applications were running in Docker containers

and communicated with each other using the containers’ private IP addresses

associated with the virtual interfaces (i.e., veth). A Linux bridge connected all

local containers’ veths and a VxLAN device (attached to the host interface).
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The Docker overlay network requires a key-value database to store host network

information and we chose consul-0.5.2 [30] as the key-value store.

Notice that the packet processing path becomes longer from the native case to

the docker overlay case.

Testbed Configurations. All experiments were conducted on two server machines

each equipped with one Xeon E5-2630 v4 CPU (2.2 GHz and 10 physical cores with

hyper-threading enabled — 20 virtual cores) and 64 GB memory. They were directly

connected via a 40 Gb Mellanox ConnectX-3 Infiniband Network Interface Controller

with the multi-queue technique enabled (16 packet queues). We ran Docker-18.06

[29] on Linux-16.04-4.4, and used iperf3 [31] as the benchmark applications. We

have tuned the Linux network stack with all software optimizations enabled. To

mimic a real setup, the MTU (maximum transfer unit) was set to 1,500 bytes by

default. For all TCP and UDP experiments, the TCP packet size was set to 128 KB

while the UDP packet size was set to 8 KB by default, unless otherwise stated. All

experimental results were averaged over five or more runs.

Figure 2.2: Function call graph along the TCP receiving path.
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2.3.2 A Single Flow
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Figure 2.3: TCP throughput with varying
pairs of connections.
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Figure 2.4: UDP throughput with varying
pairs of connections.

First, we measure the TCP and UDP throughput using a single pair of iperf

client and server residing on two machines separately.

Figure 2.3 shows the TCP throughput, while Figure 2.4 shows the UDP through-

put. More specifically, the native case can reach around 23 Gbps for TCP and 9.3

Gbps for UDP. The Linux overlay performs a little better than the Docker overlay:

in the Linux overlay, the TCP throughput reaches 6.5 Gbps, and the UDP reaches

4.7 Gbps. In comparison, in the Docker overlay case, the TCP throughput reaches

around 6.4 Gbps, while the UDP throughput reaches only 3.9 Gbps. Compared to

the native case, the throughput of the Docker overlay drops by 72% for TCP and

58% for UDP. As the packet processing path gets longer, the single pair bandwidth

performance gets lower for both TCP and UDP cases.

The reason why the Docker overlay achieves much lower throughput than the

native shows that: it consumes much higher CPU cycles for processing each packet.

As plotted in Figure 2.5 (CPU usage breakdown for TCP) and Figure 2.6 (CPU usage

breakdown for UDP), in the single flow case, the docker overlay consumes the same (or
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Figure 2.5: CPU usage breakdown on the receiver side with varying pairs of connec-
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Figure 2.6: CPU usage breakdown on the receiver side with varying pairs of connec-
tions (UDP).

more) CPU usage with much less throughput, compared to the native case 1. Figure

2.2 shows the function call stack along the TCP receiving path — the highlighted

areas refer to the extra time spent in the functions of the overlay networks. It clearly

demonstrates that the network processing path in the docker overlay network is much

longer than the native case leading to extra CPU usage.

A question arises after we observe that the iperf client and server in the user

space consume little CPU far away from occupying one single core: why cannot the

1Each machine has in total 20 virtual cores — 5% CPU usage means that a single core has been

exhausted.
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throughput keep scaling by consuming more CPU resources? Upon deeper investiga-

tion, we found that existing parallelization approaches (e.g., RSS or RPS) work at the

per-flow level, as they decide the core for packet processing based on the flow-level

information (i.e., IP addresses and/or port number). Hence, packets of the same flow

are processed by the kernel on the same core — including all the softirqs triggered

by all the network devices (i.e., the host interface, VxLAN and veth). As the docker

overlay incurs longer packet processing path, it easily saturates one CPU core — as

shown in Figure 2.5 and Figure 2.6, the CPU consumed by the kernel (i.e., the sum

of the system and softirq parts) saturates one core.

2.3.3 Multiple Flows

As a single flow is far away from fully utilizing a 40 Gbps network link in the

Docker overlay case, we tried to use multiple flows to saturate the network bandwidth

by scaling the number of flows — we ran multiples pairs of iperf clients and servers

from 1 to 80; each iperf client or server was running in a separate container.

As shown in Figure 2.3, we observe that the native case quickly reaches the

peak throughput, ∼37 Gbps under TCP with only two pairs. However, the TCP

throughput in the two overlay cases grows slowly as the pair number increases — the

throughput increase by 4x (6.4 Gbps to 25 Gbps) with 6x number of pairs (1 pair to

6 pairs). Though all three cases can saturate the whole 40 Gbps network bandwidth

(with 80 flows), under the same throughput (e.g., 40 Gbps) overlay networks consume

much more CPU resources (e.g., around 2.5 times) than the native case.

This raises another question: why does the overlay network not scale well with

multiple flows given that in this situation both RSS and RPS take effect (i.e., we

did observe that packets of different flows were assigned with different CPU cores)?

Our investigation shows that such a bad scalability is largely due to the inefficient
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interplay of many packet processing tasks — IRQs, three different softirq contexts,

and user-space processes. Too frequent context switches among these tasks greatly

hurt the CPU cache efficiency, resulting in much higher memory bandwidth. For

example, the Docker overlay case consumes 2x memory bandwidth with 50% network

throughput with 7 pairs (not depicted in the figures). Such inefficiency can also be

observed in Figure 2.5, though the total throughput does not scale, the CPU usage

keeps increasing as the number of flow pairs increases — the kernel is just busy with

juggling numerous tasks.

We observe the similar (and even worse) scalability in the UDP case 2 as il-

lustrated in Figure 2.4 with the exception that the throughput of the native case

keeps flat regardless of the flow numbers. The reason is that, in the native case, all

UDP flows share the same flow-level information (i.e., same source and destination

IP addresses); the RSS and RPS cannot distinguish them and assign all flows on the

same core which is fully occupied. In contrast, in the overlay networks, the RSS and

RPS can distinguish the packets of different flows by looking at the inner header in-

formation containing the private IP addresses of containers which are different among

flows.

2.3.4 Small Packets

It is evident that most packets in the real world have small sizes (e.g., 80% ≤ 600

bytes [32]). The inefficient packet processing will negatively impact the performance of

real-world applications. We conducted experiments to show the performance impact

of overlay networks on small packets by varying the packet sizes of a single flow from

64 bytes to 8 KB. As illustrated in Figure 2.7, the Docker overlay performs a bit worse

2We cannot collect performance data after 7 pairs for the Docker overlay case, as the system

becomes very unstable due to high packet drop rate.
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Figure 2.7: TCP packet processing rate
with varying packet sizes.
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Figure 2.8: UDP packet processing rate
with varying packet sizes.
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Figure 2.9: CPU usage breakdown on receiver side with varying packet sizes (TCP).
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Figure 2.10: CPU usage breakdown on receiver side with varying packet sizes (UDP).
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with small packet sizes (64 bytes to 1 KB) than the native under TCP in terms of

packet processing rate; the gap becomes wider as the packet size increases. Further,

as shown in Figure 2.9, the Docker overlay consumes less CPU due to lower packet

processing rate 3.
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Figure 2.11: Interrupt number with varying packet sizes (UDP).

The more significant inefficiency is observed in the UDP case: In Figure 2.8,

we observe that the Docker overlay achieves as low as 50% packet processing rate of

that in the native case with lower CPU usage (Figure 2.10). The Linux overlay case

performs better than the Docker overlay but still worse than the native. Correspond-

ingly, we observe that the IRQ number increases dramatically in the Docker overlay

case — 10x of that in the TCP case. In addition, much more softirqs are observed

in Figure 2.11, ∼3x of the IRQs. It is because again, one IRQ can trigger (at most)

three softirqs in the Docker overlay case. Note that, multiple softirqs can“merge”

within one softirq, as long as they are processed in a timely manner (i.e., all pro-

3The Docker overlay is more CPU efficient than the Linux overlay under small packet sizes, as

(we observed that) the kernel CPU scheduler intends to put the user-space iperf processes on the

same core — that also performs kernel-level packet processing — more often in the Docker overlay

case.
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cessed under the context of one softirq and counted once). Notice that, more softirqs

indicate that either the IRQ number is large or the process of softirqs is frequently

interrupted (multiple softirqs cannot merge) — the Docker overlay case falls in the

latter category.

2.4 Discussion

By presenting our observations in container overlay networks, we are looking

to receive feedback that can gauge the importance of these observed bottlenecks

considering real cloud containerized applications. We are aware of that there is a

large body of work addressing the inefficient network packet processing issue with

either optimizing existing operating systems (OS), or renovating OSes with a clean-

slate design, or completely bypassing the OSes with a user-space approach. However,

in our work, we aim to first have a thorough understanding about the inefficiencies

of conventional OSes particularly for container overlay networks. With this, we plan

to generate discussions about whether we should keep improving the conventional

kernel network stack following an evolutionary concept by retrofitting existing OSes

with the new technology for better adoptability and compatibility.

2.5 Conclusion

We have presented the performance study of container overlay networks on a

multi-core system with high-speed network devices, and identified three critical paral-

lelization bottlenecks in the kernel network stack which prevent overlay networks from

scaling: (1) the kernel does not provide per-packet level parallelization preventing a

single container flow from achieving high network throughput; (2) the kernel does not

efficiently handle various packet processing tasks preventing multiple container flows
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from easily saturating a 40 Gbps network link; and (3) the above two parallelization

bottlenecks become more severe for small packets, as the kernel fails to handle a large

number of interrupts which disrupts the overall system efficiency.

These parallelization bottlenecks urge us to develop a more efficient kernel net-

work stack for overlay networks by considering the following several questions: (1) Is

it feasible to provide packet-level parallelization for a single network flow? Though

probably not necessary in the native case, it becomes imperative in the overlay net-

works as the achieved throughput of a single flow is still very low (limited by a single

CPU core). (2) How can the kernel perform a better isolation among multiple flows

especially for efficiently utilizing shared hardware resources (e.g., CPU caches and

memory bandwidth). This is particularly important as one server can host tens or

even hundreds of light-weight containers. It becomes more challenging to handle

small packets under overlay networks. (3) Can the packets be further coalesced with

optimized network path for reduced interrupts and context switches?
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CHAPTER 3

PARALLELIZING PACKET PROCESSING IN

CONTAINER OVERLAY NETWORKS

Container networking, which provides connectivity among containers on mul-

tiple hosts, is crucial to building and scaling container-based microservices. While

overlay networks are widely adopted in production systems, they cause significant

performance degradation in both throughput and latency compared to physical net-

works. This chapter seeks to understand the bottlenecks of in-kernel networking when

running container overlay networks. Through profiling and code analysis, we find that

a prolonged data path, due to packet transformation in overlay networks, is the culprit

of performance loss. Furthermore, existing scaling techniques in the Linux network

stack are ineffective for parallelizing the prolonged data path of a single network flow.

We propose Falcon, a fast and balanced container networking approach to

scale the packet processing pipeline in overlay networks. Falcon pipelines soft-

ware interrupts associated with different network devices of a single flow on multi-

ple cores, thereby preventing execution serialization of excessive software interrupts

from overloading a single core. Falcon further supports multiple network flows by

effectively multiplexing and balancing software interrupts of different flows among

available cores. We have developed a prototype of Falcon in Linux. Our evaluation

with both micro-benchmarks and real-world applications demonstrates the effective-

ness of Falcon, with significantly improved performance (by 300% for web serving)

and reduced tail latency (by 53% for data caching).
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3.1 Introduction

Due to its high performance [33, 34], low overhead [35, 15], and widespread

community support [36], container technology has increasingly been adopted in both

private data centers and public clouds. A recent report from Datadog [37] has re-

vealed that customers quintupled the number of containers in their first nine-month

container adoption. Google deploys containers in its cluster management and is re-

ported to launch about 7,000 containers every second in its search service [4]. With

containers, applications can be automatically and dynamically deployed across a clus-

ter of physical or virtual machines (VMs) with orchestration tools, such as Apache

Mesos [5], Kubernetes [6], and Docker Swarm [7].

Container networks provide connectivity to distributed applications and are

critical to building large-scale, container-based services. Overlay networks, e.g., Flan-

nel [8], Weave [9], Calico [10] and Docker overlay [11], are widely adopted in container

orchestrators [5, 6, 7]. Compared to other communication modes, overlay networks

allow each container to have its own network namespace and private IP address in-

dependent from the host network. In overlay networks, packets must be transformed

from private IP address to public (host) IP address before transmission, and vice versa

during reception. While network virtualization offers flexibility to configure private

networks without increasing the complexity of host network management, packet

transformation imposes significant performance overhead. Compared to a physical

network, container overlay networks can incur drastic throughput loss and suffer an

order of magnitude longer tail latency [15, 38, 39, 14, 1].

The overhead of container overlay networks is largely due to a prolonged data

path in packet processing. Overlay packets have to traverse the private overlay net-

work stack and the host stack [14] for both packet transmission and reception. For

instance, in a virtual extensible LAN (VXLAN) overlay, packets must go through a
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VXLAN device for IP transformation, i.e., adding or removing host network headers

during transmission or reception, a virtual bridge for packet forwarding between pri-

vate and host stacks, and a virtual network device (veth) for gating a container’s

private network. The inclusion of multiple stages (devices) in the packet process-

ing pipeline prolongs the critical path of a single network flow, which can only be

processed on a single core.

The existing mechanisms for parallelizing packet processing, such as Receive

Packet Steering (RPS) [27], focus on distributing multiple flows (packets with differ-

ent IPs or ports) onto separate cores, thereby not effective for accelerating a single

flow. The prolonged data path inevitably adds delay to packet processing and causes

spikes in latency and significant throughput drop if computation overloads a core. To

shorten the data path, the state-of-the-art seeks to either eliminate packet transfor-

mation from the network stack [14] or offload the entire virtual switches and packet

transformation to the NIC hardware[40]. Though the performance of such software-

bypassing or hardware-offloading network is improved (close to the native), these ap-

proaches undermine the flexibility in cloud management with limited support and/or

accessibility. For example, Slim [14] does not apply to connection-less protocols, while

advanced hardware offloading is only available in high-end hardware [40].

This chapter investigates how and to what extent the conventional network

stack can be optimized for overlay networks. We seek to preserve the current design of

overlay networks, i.e., constructing the overlay using the existing building blocks, such

as virtual switches and virtual network devices, and realizing network virtualization

through packet transformation. This helps to retain and support the existing network

and security policies, and IT tools. Through comprehensive profiling and analysis, we

identify previously unexploited parallelism within a single flow in overlay networks:

Overlay packets travel multiple devices across the network stack and the processing at
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each device is handled by a separate software interrupt (softirq); while the overhead of

container overlay networks is due to excessive softirqs of one flow overloading a single

core, the softirqs are asynchronously executed and their invocations can be interleaved.

This discovery opens up new opportunities for parallelizing softirq execution in a

single flow with multiple cores.

We design and develop Falcon (fast and balanced container networking) —

a novel approach to parallelize the data path of a single flow and balance network

processing pipelines of multiple flows in overlay networks. Falcon leverages multi-

ple cores to process packets of a single flow at different network devices via a new

hashing mechanism: It takes not only flow but also network device information into

consideration, thus being able to distinguish packet processing stages associated with

distinct network devices. Falcon uses in-kernel stage transition functions to move

packets of a flow among multiple cores in sequence as they traverse overlay network

devices, preserving the dependencies in the packet processing pipeline (i.e., no out-of-

order delivery). Furthermore, to exploit parallelism within a heavy-weight network

device that overloads a single core, Falcon enables a softirq splitting mechanism

that splits the processing of a heavy-weight network device (at the function level),

into multiple smaller tasks that can be executed on separate cores. Last, Falcon

devises a dynamic balancing mechanism to effectively multiplex softirqs of multiple

flows in a multi-core system for efficient interrupt processing.

Though Falcon piplelines the processing stages of a packet on multiple cores,

it does not require packet copying between these cores. Our experimental results

show that the performance gain due to parallelization significantly outweighs the cost

of loss of locality. To summarize, this chapter has made the following contributions:
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• We perform a comprehensive study of the performance of container overlay

networks and identify the main bottleneck to be the serialization of a large

number of softirqs on a single core.

• We design and implement Falcon that parallelizes the prolonged data path

for a single flow in overlay networks. Unlike existing approaches that only

parallelize softirqs at packet reception, Falcon allows softirqs to be parallelized

at any stage of the processing pipeline.

• We evaluate the effectiveness of Falcon with both micro and real-world appli-

cations. Our results show that Falcon can significantly improve throughput

(e.g., up to 300% for web serving) and reduce latency (e.g., up to 53% for data

caching).

3.2 Background and Motivation

In this section, we first describe the process of packet processing in the OS

kernel. Then, we examine the performance bottleneck of container overlay networks.

Without loss of generality, we focus on packet reception in the Linux kernel because

reception is in general harder than transmission and incurs greater overhead in over-

lay networks. Furthermore, packet reception presents the parallelism that can be

exploited to accelerate overlay networks.

3.2.1 Background

In-kernel packet processing. Packet processing in commodity OSes is a pipeline

traversing the network interface controller (NIC), the kernel space and the user space,

as shown in Figure 3.1. Take packet reception for example, when a packet arrives at

the NIC, it is first copied (e.g., via DMA) to the device buffer and triggers a hardware

interrupt. Then the OS responds to the interrupt and transfers the packet through
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Figure 3.1: Illustration of container overlay networks.

the receiving path in the kernel. Packet processing is divided into the top half and

bottom half. The top half runs in the hardware interrupt context. It simply marks

that the packet arrives at the kernel buffer and invokes the bottom half, which is

typically in the form of a software interrupt, softirq. The softirq handler — the main

routine to transfer packets along the protocol stack — is later scheduled by the kernel

at an appropriate time. After being processed by various protocol layers, the packet

is finally copied to a user-space buffer and delivered to the applications listening on

the socket.

Container overlay network. In the pursuit of management flexibility, virtualized

networks are widely adopted in virtualized servers to present logical network views to

end applications. Overlay network is a common way to virtualize container networks.

As an example in Figure 3.1, in a container overlay network (e.g., VXLAN), when a

packet is sent from container A to container B, the overlay layer (layer 4) of container

A first looks up the IP address of the destination host where container B resides —

from a distributed key-value store which maintains the mapping between private IP
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addresses of containers and the public IP addresses of their hosts. The overlay network

then encapsulates the packet in a new packet with the destination host IP address and

places the original packet as the payload. This process is called packet encapsulation.

Once the encapsulated packet arrives at the destination host, the overlay layer of

container B decapsulates the received packet to recover the original packet and finally

delivers it to container B identified by its private IP address. This process is called

packet decapsulation. In addition to the overlay networks, the container network

also involves additional virtualized network devices, such as bridges, virtual Ethernet

ports (vNIC), routers, etc., to support the connectivity of containers across multiple

hosts. Compared to the native network, container overlay network is more complex

with a longer data path.

Interrupts on multi-core machines. The above network packet processing is

underpinned by two types of interrupts: hardware interrupts (hardirqs) and software

interrupts (softirqs). On the one hand, like any I/O devices, a physical NIC interacts

with the OS mainly through hardirqs. A physical NIC with one traffic queue is

assigned with an IRQ number during the OS boot time; hardirqs triggered by this

NIC traffic queue can only be processed on one CPU core at a time in an IRQ

context of the kernel (i.e., the IRQ handler). To leverage multi-core architecture,

a modern NIC can have multiple traffic queues each with a different IRQ number

and thus interacting with a separate CPU core. On the other hand, an OS defines

various types of softirqs, which can be processed on any CPU cores. Softirqs are

usually raised when an IRQ handler exits and processed on the same core (as the

IRQ handler) by the softirq handler either immediately (right after the IRQ handler)

or asynchronously (at an appropriate time later). Typically, the hardirq handler is

designed to be simple and small, and runs with hardware interrupts on the same core
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disabled (cannot be preempted), while the softirq handler processes most of the work

in the network protocol stack and can be preempted.

Packet steering is a technique that leverages multiple cores to accelerate packet

processing. Receive side scaling (RSS) [26] steers packets from different flows to a

separate receive queue on a multi-queue NIC, which later can be processed by separate

CPUs. While RSS scales packet processing by mapping hardirqs to separate CPUs,

receive packet steering (RPS) [27] is a software implementation of RSS and balances

softirqs. Both RSS and RPS calculate a flow hash based on the packet’s IP address

and port and use the hash to determine the CPU on which to dispatch the interrupts.
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Figure 3.2: Performance comparison of container overlay networks and native physical
networks.

3.2.2 Motivation

Experimental settings. We evaluated the throughput and latency of the VXLAN

overlay network between a pair of client and server machines and studied how its per-

formance is different from the native host network. The machines were connected with

two types of NICs over direct links: Intel X550T 10-Gigabit and Mellanox ConnectX-

5 EN 100-Gigabit Ethernet adapters. Both the client and server had abundant CPU

and memory resources.
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Single-flow throughput. Figure 3.2 depicts the performance loss due to the overlay

network in various settings. Figure 3.2 (a) shows the comparison between overlay and

host networks in a throughput stress test. We used sockperf [41] with large packets

(64 KB for both TCP and UDP) using a single flow. To determine the maximum

achievable throughput, we kept increasing the sending rate until received packet rate

plateaued and packet drop occurred. While the overlay network achieved near-native

throughput in the slower 10 Gbps network, which is similar to the findings in Slim [14],

it incurred a large performance penalty in the faster 100 Gbps network for both UDP

and TCP workloads by 53% and 47%, respectively. The results suggest that overlay

networks impose significant per-packet overhead that contributes to throughput loss

but the issue is often overlooked when link bandwidth is the bottleneck and limits

packet rate.

Single-flow packet rate. Figure 3.2 (b) shows packet rates (IOs per second) under

different packet sizes for UDP traffic. When the packet size was small, the network

stack’s ability to handle a large number of packets limited the packet rate and led to

the largest performance gap between overlay and host networks while link bandwidth

was no longer the bottleneck. As packet size increased, the gap narrowed. But for

the faster 100 Gbps Ethernet, the performance degradation due to overlay networks

had always been significant. Tests on TCP workloads showed a similar trend.

Multi-flow packet rate. Next, we show that the prolonged data path in a sin-

gle flow may have a greater impact on multi-flow performance. Both the host and

overlay network had packet steering technique receive packet steering (RPS) enabled.

Figure 3.2 (c) shows multi-flow packet rate with two flow-to-core ratios. A 1:1 ratio

indicates that there are sufficient cores and each flow (e.g., a TCP connection) can

be processed by a dedicated core. Otherwise, with a higher ratio, e.g., 4:1, multiple

flows are mapped to the same core. The latter resembles a more realistic scenario
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wherein a server may serve hundreds, if not thousands, of connections or flows. The

packet size was 4 KB.

A notable finding is that overlay networks incurred greater throughput loss in

multi-flow tests compared to that in single-flow tests, even in tests with a 1 : 1 flow-

to-core ratio. Packet steering techniques use consistent hashing to map packets to

different cores. When collisions occur, multiple flows may be placed on the same core

even idle cores are available, causing imbalance in flow distribution. Since individual

flows become more expensive in overlay networks, multi-flow workloads could suffer

a greater performance degradation in the presence of load imbalance. Furthermore,

as flow-to-core ratio increased, throughput loss further exacerbated.

Latency. As shown in Figure 3.2 (d), it is expected that given the prolonged data

path, overlay networks incur higher latency than the native host network in both

UDP and TCP workloads. The figure suggests up to 2x and 5x latency hike for UDP

and TCP, respectively.

Summary. Container overlay networks incur significant performance loss in both

throughput and latency. The performance penalty rises with the speed of the un-

derlying network and packet rate. In what follows, we analyze the root causes of

overlay-induced performance degradation.

3.3 Root Cause Analysis

3.3.1 Prolonged Data Path

We draw the call graph of packet reception in the Linux kernel using perf

and flamegraph [42] and analyze the control and data paths in the host and overlay

networks. As Figure 3.3 illustrates, packet reception in an overlay network involves
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Figure 3.3: Packet reception in container overlay networks.

multiple stages. The numbered steps are the invocation of hardware or software

interrupts on different network devices (➊: physical NIC, ➋: VXLAN, ➌: veth).

In host network, upon packet arrival, the physical NIC raises a hardirq and

copies the packet into a receiving ring buffer (rx ring) in the kernel. In response

to the hardirq, the IRQ handler (pNIC interrupt) is immediately executed (➊),

during which it raises softirqs on the same CPU it is running. Later, the softirq

handler (net rx action) is invoked by the Linux NAPI scheduler; it traverses the

polling list and calls the polling function provided by each network device to pro-

cess these softirqs. In the native network, only one polling function – physical NIC

(mlx5e napi poll) (➊) is needed. It polls packets from the ring buffer and passes

them to the entry function of the kernel network stack (netif receive skb). After
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processed by each kernel stack, packets are finally copied to the socket buffer and re-

ceived by userspace applications. Note that the entire packet processing is completed

in one single softirq.

In comparison, packet processing in an overlay network is more complex, requir-

ing to traverse multiple network devices. The initial processing in an overlay shares

step ➊ with the physical network until packets reach the transport layer. The UDP

layer receive function udp rcv invokes the VXLAN receive routine vxlan rcv if a

packet is found to contain an inner packet with a private IP. vxlan rcv decapsulates

the packet by removing the outer VXLAN header, inserts it at the tail of the receive

queue of the VXLAN device, and raises another NET RX SOFTIRQ softirq (step ➋).

The softirq uses the VXLAN device’s polling function gro cell poll to pass packets

to the upper network stack.

Furthermore, containers are usually connected to the host network via a bridge

device (e.g., Linux bridge or Open vSwitch [13]) and a pair of virtual Ethernet ports

on device veth. One veth port attaches to the network bridge while the other attaches

to the container, as a gateway to the container’s private network stack. Thus, the

packets (passed by gro cell poll) need to be further processed by the bridge process-

ing function (br handle frame) and the veth processing function (veth xmit). More

specifically, the veth device on the bridge side inserts the packets to a per-CPU receiv-

ing queue (input pkt queue) and meanwhile raises a third softirq (NET RX SOFTIRQ)

(step ➌). Since veth is not a NAPI device, the default poll function process backlog

is used to pass packets to the upper protocol stack. Therefore, packet processing in a

container overlay network involves three network devices with the execution of three

softirqs.
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3.3.2 Excessive, Expensive, and Serialized Softirqs

Call graph analysis suggests that overlay networks invoke more softirqs than

the native network does. Figure 3.4 confirms that the overlay network triggers an

excessive number of the RES and NET RX interrupts. NET RX is the softirq that handles

packet reception. The number of NET RX in the overlay network was 3.6x that of the

native network. The results confirm our call graph analysis that overlay networks

invoke three times of softirqs than the native network.

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 40
20
40
60
80

100

CP
U 

Ut
iliz

at
io

n 
%

Single-flow
Native

(500 Kpps)

Single-flow
Overlay

(500 Kpps)

Multi-flow
Native

(1 Mpps)

Multi-flow
Overlay
(1 Mpps)

User System Softirq Idle

Figure 3.5: Serialization of softIRQs and load imbalance.

36



Our investigation on RES – the rescheduling interrupt, further reveals that there

exists significant load imbalance among multiple cores when processing overlay pack-

ets. RES is an inter-processor interrupt (IPI) raised by the CPU scheduler attempting

to spread load across multiple cores. Figure 3.5 shows the CPU utilization in host and

overlay networks for single-flow and multi-flow tests in the 100 Gbps Ethernet. The

workloads were sockperf UDP tests with fixed sending rates. Note that the sending

rates were carefully set to keep the server reasonably busy without overloading it.

This allows for a fair comparison of their CPU utilization facing the same workload.

The figure shows that overlay network incurred much higher CPU utilization com-

pared to the native network, mostly on softirqs. Moreover, most softirq processing

was stacked on a single core. (e.g., core 1 in the single-flow overlay test). The se-

rialization of softirq execution can quickly become the bottleneck as traffic intensity

ramps up. The multi-flow tests confirmed softirq serialization — the OS was unable

to use more than 5 cores, i.e., the number of flows, for packet processing. The overlay

network also exhibited considerable imbalance in core utilization due to possible hash

collisions in RPS, which explains the high number of RES interrupts trying to perform

load balancing.
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Figure 3.6: Flamegraphs of Sockperf and Memcached.
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Not only are there more softirqs in overlay networks, some of them become

more expensive than that in the native network. Figure 3.6 shows the flamegraphs of

function invocation in sockperf and memcached. The former is a micro-benchmark

that has only one type of packets with uniform sizes while the latter is a realistic ap-

plication that includes a mixture of TCP and UDP packets with different sizes. The

flamegraphs demonstrate that for workloads with simple packet types the overhead of

overlay networks is manifested by additional, relatively equally weighted softirqs. In

contrast, certain softirqs become particularly expensive and dominate overlay over-

head in realistic workloads.

3.3.3 Lack of Single-Flow Parallelization

Packet steering techniques seek to reduce the data-plane overhead via inter-

flow parallelization. However, these mechanisms are not effective for parallelizing a

single flow as all packets from the same flow would have the same hash value and

thus are directed to the same CPU. As shown in Figure 3.5 (left, single-flow tests),

although packet steering (i.e., RSS and RPS) does help spread softirqs from a single

flow to two cores, which agrees with the results showing packet steering improves

TCP throughput for a single connection in Slim [14], most of softirq processing is

still stacked on one core. The reason is that packet steering takes effect early in

the packet processing pipeline and does help separate softirq processing from the

rest of data path, such as hardirqs, copying packets to the user space, and application

threads. Unfortunately, there is a lack of mechanisms to further parallelize the softirq

processing from the same flow.

There are two challenges in scaling a single flow: 1) Simply dispatching packets

of the same flow to multiple CPUs for processing may cause out-of-order delivery as

different CPUs may not have a uniform processing speed. 2) For a single flow involving
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multiple stages, as is in the overlay network, different stages have little parallelism to

exploit due to inter-stage dependency. Hence, performance improvement can only be

attained by exploiting packet-level parallelism.
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3.4 Design

The previous section suggests that, due to the lack of single-flow paralleliza-

tion, the execution of excessive softirqs from multiple network devices in container

overlay networks can easily overload a single CPU core, preventing a single flow from

achieving high bandwidth and resulting in long tail latency. To address this issue, we

design and develop Falcon with the key idea as follows: Instead of processing all
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softirqs of a flow on a single core, Falcon pipelines softirqs associated with different

devices on separate cores, while still preserving packet processing dependencies among

these devices and in-order processing on each device. To realize this idea, Falcon

incorporates three key components, software interrupt pipelining, software interrupt

splitting, and dynamic load balancing (in Figure 3.7), as detailed as follows.

3.4.1 Software Interrupt Pipelining

Inspired by RPS [27], which dispatches different network flows onto multiple

cores via a hashing mechanism, Falcon aims to dispatch the different packet pro-

cessing stages (associated with different network devices) of a single flow onto sepa-

rate cores. This way, Falcon exploits the parallelism of a flow’s multiple processing

stages by leveraging multiple cores, while still preserving its processing dependencies

— packets are processed by network devices sequentially as they traverse overlay net-

work stacks. Furthermore, as for each stage, packets of the same flow are processed

on one dedicated core, Falcon avoids “out-of-order” delivery.
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Unfortunately, we find that the existing hashing mechanism used by RPS cannot

distinguish packet processing stages associated with different network devices (e.g.,

NIC, VXLAN, bridge, and veth in Figure 3.3), as it simply takes packet information

as input without considering device information. Specifically, the existing hash mech-

anism in RPS performs the hash calculation upon a network flow key (flow keys) —

a data structure composed of a packet’s source and destination IP addresses, protocol,

ports, tags, and other metadata needed to identify a network flow. The calculated

hash value is used to determine the core on which the packet will be processed. Yet,

since the hash calculation does not include device information, all stages of the pack-

ets of a single flow are executed on the same core. As illustrated in Figure 3.8, though

the RPS function is invoked multiple times along the network path, only the first RPS

(on CPUi) takes effect (i.e., selecting a new CPU core based on the hash value), while

the following RPS (e.g., on CPUi and on CPUj) generate the same hash value for the

packets of the same flow.

A natural way to distinguish different processing stages of a single flow is to

involve additional device information for the hash calculation: We notice that, when

a packet is sent or received by a new network device, the device pointer (dev) in the

packet’s data structure (sk buff) will be updated and pointed to that device. There-

fore, we could involve the index information of network devices (e.g., dev→ifindex)

in the hash calculation, which would generate distinct hash values for different net-

work devices. However, simply reusing RPS functions that are statically located

along the existing network processing path may unnecessarily (and inappropriately)

split the processing of one network device into fragmented pieces distributed on sep-

arate cores — as we can see in Figure 3.8, two RPS functions are involved along the

processing path of the first network device (i.e., pNIC).
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Instead, Falcon develops a new approach to separate distinct network pro-

cessing stages via stage transition functions. We find that certain functions in the

kernel network stack act as stage transition functions — instead of continuing the

processing of a packet, they enqueue the packet into a device queue that will be pro-

cessed later. The netif rx function is such an example as shown in Figure 3.8, which

by default enqueues a packet to a device queue. The packet will be retrieved from

the queue and processed later on the same core. These stage transition functions

are originally designed to multiplex processings of multiple packets (from multiple

flows) on the same core, while Falcon re-purposes them for a multi-core usage: At

the end of each device processing 1, Falcon reuses (or inserts) a stage transition

function (e.g., netif rx) to enqueue the packet into a target CPU’s per-CPU packet

queue. To select the target CPU, Falcon employs a CPU-selection function, which

returns a CPU based on the hash value calculated upon both the flow information

(e.g., flow keys) and device information (e.g., ifindex) — i.e., distinct hash values

for different network devices given the same flow. Finally, Falcon raises a softirq on

the target CPU for processing the packet at an appropriate time.

With stage transition functions, Falcon can leverage a multi-core system to

freely pipeline a flow’s multiple processing stages on separate CPU cores — the packets

of a single flow can be associated with nonidentical cores for processing when they

enter distinct network devices. Falcon’s design has the following advantages: 1) It

does not require modifications of existing network stack data structures (e.g., sk buff

and flow keys) for hash calculation, making Falcon portable to different kernel

versions (e.g., we have implemented Falcon in kernel 4.19 and easily ported it to

kernel 5.4); 2) Since Falcon uses stage transition functions (instead of reusing RPS)

1Falcon can also stack multiple devices in one processing stage, aiming to evenly split the

network processing load on multiple cores.

42



for separation of network processing, it can coexist with existing scaling techniques

like RPS/RSS.

3.4.2 Software Interrupt Splitting

Though it makes intuitive sense to separate network processing stages at per-

device granularity, our analysis of the Linux kernel (from version 4.19 to 5.4) and the

performance of TCP and UDP with various packet sizes reveal that, a finer-grained

approach to split network processing stages is needed under certain circumstances.
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Figure 3.9: CPU% of the first stage packet processing.

As plotted in Figure 3.9, under the TCP case with a large packet size (e.g., 4

KB), the first stage of Falcon (associated with the physical NIC) easily takes up

100% of a single CPU core and becomes the new bottleneck. Upon deep investigation,

we identify that two functions (skb allocation and napi gro receive) are the cul-

prits, with each contributing around 45% of CPU usage. However, such a case does

not exist under UDP or TCP with small packets (e.g., 1 KB), where the first stage
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Figure 3.10: Software interrupt splitting.

does not saturate a single core. It is because, the GRO 2 function (napi gro receive)

is heavily involved in processing TCP flows with a large packet size, while it merely

takes effect for UDP flows or TCP flows with a small packet size. This issue – the

processing of one network device overloads a single CPU core – could commonly ex-

ist, as the Linux network stack is designed to be flexible enough that allows arbitrary

network devices or modules to be “hooked” on demand along the network path, such

as container’s overlay device (VXLAN), traffic encryption [43], profiling [44], in-kernel

software switches [13], and many network functions [45, 46, 47].

To further exploit parallelism within a “heavy-weight” network device that over-

loads a single core, Falcon enables a softirq splitting mechanism: It separates the

processing functions associated with the network device onto multiple cores by in-

serting stage transition functions right before the function(s) to be offloaded. In the

example of Figure 3.10, to offload the CPU-intensive GRO function (e.g., under TCP

with 4 KB packet size), Falcon inserts a transition function (i.e., netif rx) before

2The generic receive offload (GRO) function reassembles small packets into larger ones to reduce

per-packet processing overheads.
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the GRO function. Meanwhile, a softirq is raised on the target core, where the GRO

function is offloaded. By doing this, Falcon splits the original one softirq into two,

with each for a half processing of the associated network device (e.g., pNIC1 and

pNIC2 in Figure 3.10).

Note that, Falcon’s softirq splitting mechanism is general in that Falcon

can arbitrarily split the processing of any network device, at the function level, into

multiple smaller tasks, which can be parallelized on multiple cores. However, it

should be applied with discretion, as splitting does incur additional overhead, such as

queuing delays, and it could offset the performance benefit from the parallelism. In

practice, Falcon only applies software interrupt splitting to a network device that

fully overloads a CPU core 3.

3.4.3 Software Interrupt Balancing

The use of stage transition functions is a generic approach to resolve the bot-

tleneck of overlay networks by parallelizing softirq processing of a single flow as well

as breaking expensive softirqs into multiple smaller softirqs. Challenges remain in

how to effectively and efficiently balance the softriqs to exploit hardware parallelism

and avoid creating new bottlenecks. First, the kernel network stack may coalesce the

processing of packets from different flows in the same softirq to amortize the overhead

of softirq invocation. Thus, softirq balancing must be performed on a per-packet basis

as downstream softirqs from different flows should be sent to different cores. Since

packet latency is in the range of tens of to a few hundreds of microseconds, the cost

to evenly distribute softirqs should not add much delay to the latency. Second, load

balancing relies critically on load measurements to determine where softirqs should

3Falcon statically splits functions of a heavy-weight network device, via offline profiling. Yet,

we note that a dynamic method is more desired, which is the subject of our ongoing investigations.
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be migrated from and to. However, per-packet softirq balancing on individual cores

lacks timely and accurate information on system-wide load, thereby likely to create

new bottlenecks. A previous lightly loaded core may become a hotspot if many flows

dispatch their softirqs to this core and CPU load may not be updated until the burst

of softirqs has been processed on this core.

The fundamental challenge is the gap between fine-grained, distributed, per-

packet balancing and the complexity of achieving global load balance. To overcome

it, Falcon devises a dynamic softirq balancing algorithm that 1) prevents overload-

ing any core and 2) maintains a reasonably good balance across cores 3) at a low cost.

As shown in Algorithm 1, the dynamic balancing algorithm centers on two designs.

First, Falcon is enabled only when there are sufficient CPU resources to parallelize

individual network flows otherwise all softirqs stay on the original core (line 6–9).

Falcon monitors system-wide CPU utilization and switches softirq pipelining and

splitting on and off according to FALCON LOAD THRESHOLD. Second, Falcon employs a

two-choice algorithm for balancing softirqs: 1) it first computes a hash on the device

ID and the flow key to uniquely select a CPU for processing a softirq (line 19–20).

Given the nature of hashing, the first choice is essentially a uniformly random CPU in

the Falcon CPU set. This helps evenly spread softirqs across CPUs without quan-

titatively comparing their loads. If the first selected CPU is busy, Falcon performs

double hashing to pick up another CPU (second choice, line 25–26). Regardless if the

second CPU is busy or not, Falcon uses it for balancing softirqs.

The fundamental challenge is the gap between fine-grained, distributed, per-

packet balancing and the complexity of achieving global load balance. To overcome

it, Falcon devises a dynamic softirq balancing algorithm that 1) prevents overload-

ing any core and 2) maintains a reasonably good balance across cores 3) at a low cost.

As shown in Algorithm 1, the dynamic balancing algorithm centers on two designs.
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Algorithm 1 Dynamic Softirq Balancing

1: Variables: socket buffer skb; current average load of the system Lavg; network flow

hash skb.hash and device ID ifindex ; Falcon CPU set falcon cpus.

2: // Stage transition function

3: function netif rx(skb)

4: // Enable Falcon only if there is room for parallelization

5: if Lavg ¡ falcon load threshold then

6: cpu := get falcon cpu(skb)

7: // Enqueue skb to cpu’s packet queue and raise softirq

8: enqueue to backlog(skb, cpu)

9: else

10: // Original execution path (RPS or current CPU)

11: . . .

12: end if

13: end function

14: // Determine where to place the next softirq

15: function get falcon cpu(skb)

16: // First choice based on device hash

17: hash := hash 32(skb.hash + ifindex )

18: cpu := falcon cpus[hash % nr falcon cpus]

19: if cpu.load ¡ falcon load threshold then

20: return cpu

21: end if

22: // Second choice if the first one is overloaded

23: hash := hash 32(hash)

24: return falcon cpus[hash % nr falcon cpus]

25: end function
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First, Falcon is enabled only when there are sufficient CPU resources to parallelize

individual network flows otherwise all softirqs stay on the original core (line 6–9).

Falcon monitors system-wide CPU utilization and switches softirq pipelining and

splitting on and off according to FALCON LOAD THRESHOLD. Second, Falcon employs a

two-choice algorithm for balancing softirqs: 1) it first computes a hash on the device

ID and the flow key to uniquely select a CPU for processing a softirq (line 19–20).

Given the nature of hashing, the first choice is essentially a uniformly random CPU in

the Falcon CPU set. This helps evenly spread softirqs across CPUs without quan-

titatively comparing their loads. If the first selected CPU is busy, Falcon performs

double hashing to pick up another CPU (second choice, line 25–26). Regardless if the

second CPU is busy or not, Falcon uses it for balancing softirqs.

3.5 Implementation

We have implemented Falcon upon Linux network stack in two generations of

Linux kernel, 4.19 and 5.4. Underpinning Falcon’s implementation, there are two

specific techniques:

3.5.1 Stage Transition Functions

To realize softirq pipelining and splitting, Falcon re-purposes a state transition

function, netif rx (line 4–14 of Algorithm 1), and explicitly inserts it at the end of

each network device’s processing path. Therefore, once a packet finishes its processing

on one network device, it could be steered by netif rx to a different CPU core for the

subsequent processing. The netif rx function relies on the CPU-selection function

get falcon cpu (line 17–27) to choose a target CPU (line 7), enqueues the packet to

the target CPU’s packet processing queue (line 8), and raises a softirq to signal the

target CPU (also line 8).
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Furthermore, in the current implementation of softirq splitting, Falcon splits

two heavy processing functions of the first network device (i.e., physical NIC) —

skb allocation and napi gro receive — onto two separate cores by inserting

netif rx right before the napi gro receive function. We call this approach “GRO-

splitting”. Note that, to apply such a splitting approach, we need to identify that the

two split functions are “stateless” — the processing of one function does not depend

on the other function.

3.5.2 Hashing-Based Load Balancing Mechanism

Falcon employs a two-choice dynamic load balancing algorithm (line 17–27),

which relies on a new hashing mechanism to pick up the target CPU. Specifically, the

first CPU choice is determined by the hash value (line 19) calculated upon both the

flow information skb.hash and device information ifindex — skb.hash represents

the flow hash, calculated only once when a packet enters the first network device and

based on the flow key (flow keys); ifindex represents the unique device index of a

network device. With this hash value, Falcon ensures that 1) given the same flow but

different network devices, hash values are distinct — a flow’s multiple process stages of

devices can be distinguished; 2) given the same network device, all packets of the same

flow will always be processed on the same core — preserving processing dependencies

and avoiding “out-of-order” delivery; 3) Falcon does not need to store the “core-to-

device” mapping information; instead, such mapping information is captured by the

hash value, inherently. Furthermore, if the first CPU choice fails (i.e., the selected

CPU is busy), Falcon simply generates a new hash value for the second choice (line

25).

Falcon is enabled when the average system load (i.e., CPU usage) is lower

than FALCON LOAD THRESHOLD (line 6); otherwise, it is disabled (line 11) indicating no
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sufficient CPU resources for packet parallelization. Falcon maintains the average

system load in a global variable Lavg and updates it every N timer interrupts within

the global timer interrupt handler (i.e., do timer), via reading the system state in-

formation (i.e., /proc/stat) to detect each core’s load.

3.6 Evaluation

We evaluate both the effectiveness of Falcon in improving the performance of

container overlay networks. Results with micro-benchmarks demonstrate that 1) Fal-

con improves throughput up to within 87% of the native performance in UDP stress

tests with a single flow, 2) significantly improves latency for both UDP and TCP,

and 3) achieves even higher than native throughput in multi-flow TCP tests. Ex-

periments with two generations of Linux kernels that have undergone major changes

in the network stack prove Falcon’s effectiveness and generality. Results with real

applications show similar performance benefits. Nevertheless, overhead analysis re-

veals that Falcon exploits fine-grained intra-flow parallelism at a cost of increased

CPU usage due to queue operations and loss of locality, which in certain cases could

diminish the performance gain.

3.6.1 Experimental Configurations

The experiments were performed on two DELL PowerEdge R640 servers equipped

with dual 10-core Intel Xeon Silver 4114 processors (2.2 GHz) and 128 GB memory.

Hyperthreading and turbo boost were enabled, and the CPU frequency was set to the

maximum. The two machines were connected directly by two physical links: Intel

X550T 10-Gigabit Ethernet (denoted as 10G), and Mellanox ConnectX-5 EN 100-

Gigabit Ethernet (denoted as 100G). We used Ubuntu 18.04 with Linux kernel 4.19

and 5.4 as the host OSes. We used the Docker overlay network mode in Docker version
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19.03.6 as the container overlay network. Docker overlay network uses Linux’s builtin

VXLAN to encapsulate container network packets. Network optimizations (e.g., TSO,

GRO, GSO, RPS) and interrupt mitigation (e.g., adaptive interrupt coalescing) were

enabled for all tests.

For comparisons, we evaluated the following three cases:

• Native host: running tests on the physical host network without containers

(denoted as Host).

• Vanilla overlay: running tests on containers with default docker overlay network

(denoted as Con).

• Falcon overlay: running tests on containers with Falcon-enabled overlay network

(denoted as Falcon).

3.6.2 Micro-Benchmarks

Single-flow stress test. As shown in Figure 3.2, UDP workloads suffer higher

performance degradation in overlay networks compared to TCP. Unlike TCP, which

is a connection-oriented protocol that has congestion (traffic) control, UDP allows

multiple clients to send packets to an open port, being able to press the network stack

to its limit on handling a single flow. Since Falcon addresses softirq serialization, the

UDP stress test evaluates its maximum potential in accelerating single flows. If not

otherwise stated, we used 3 sockperf clients to overload a UDP server. Experiments

were performed in Linux version 4.19 and 5.4. The new Linux kernel had major

changes in sk buff allocation, a data structure used throughout the network stack.

Our study revealed that the new kernel achieves performance improvements as well

as causing regressions.

Figure 3.11 shows that Falcon achieved significant throughput improvements

over Docker overlay, especially with large packet sizes. It delivered near-native
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Figure 3.11: Packet rates in host network, vanilla overlay, and Falcon overlay under
a UDP stress test.

throughput in the 10 Gbps Ethernet while bringing packet rate up to 87% of the

host network in the 100 Gbps Ethernet. However, there still existed a considerable

gap between Falcon and the host network for packets smaller than the maximum

transmission unit (MTU) in Ethernet (i.e., 1500 bytes).
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Figure 3.12: CPU utilization of a single UDP flow.

Figure 3.12 shows the breakdown of CPU usage on multiple cores for the 16B

single-flow UDP test in the 100 Gbps network. With the help of packet steering,

network processing in the vanilla Linux can utilize at most three cores – core-0 for

hardirqs and the first softirq responsible for packet steering, core-1 for the rest of

softirqs, and core-2 for copying received packets to user space and running application

52



threads. It can be clearly seen that core-1 in the vanilla overlay was overloaded by the

prolonged data path with three softirqs. In comparison, Falcon is able to utilize two

additional cores to process the two extra softirqs. The CPU usage also reveals that

both the host network and Falcon were bottlenecked by user space packet receiving

on core-2. Since Falcon involves packet processing on multiple cores, it is inevitably

more expensive for applications to access packets due to loss of locality. This explains

the remaining gap between Falcon and the host network. To further narrow the gap,

the user space applications need to be parallelized, which we leave for future work.

50% 90% 99% 99.99%
Percentile

200

300

400

500

La
te

nc
y 

(
s)

(a) UDP (400 Kpps)
Host
Overlay
Falcon

50% 90% 99% 99.99%
Percentile

500

1000

1500

2000
(b) TCP (1 Mpps)

50% 90% 99% 99.99%
Percentile

1000

1500

2000

(c) UDP (Overloaded)

50% 90% 99% 99.99%
Percentile

1000

2000

3000

4000

(d) TCP (Overloaded)

Figure 3.13: Effect of Falcon on per-packet latency. Packet size is 16 B in (a, c, d)
and 4 KB in (b).

Single-flow latency. Figure 3.13 depicts per-packet latency in single-flow UDP

and TCP tests. We are interested in latency in both 1) underloaded tests, wherein

client sending rate is fixed in all three cases to avoid overloading any cores on the

receiving side, and 2) overloaded tests, in which each case is driven to its respective

maximum throughput before packet drop occurs. In the underloaded UDP test in

Figure 3.13 (a), Falcon had modest improvements on the average and 90th percentile

latency and more pronounced improvements towards the tail. Note that fine-grained

softirq splitting, such as GRO splitting, did not take effect in UDP since GRO was

not the bottleneck. In contrast, Figure 3.13 (c) suggests that softirq pipelining helped
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tremendously in the overloaded UDP test wherein packets processed on multiple cores

experienced less queuing delay than that on a single core.

Figure 3.13 (b) and (d) shows the effect of Falcon on TCP latency. Our ex-

periments found that in the overloaded TCP test (Figure 3.13 (d)), latency is largely

dominated by queuing delays at each network device and hence the improvement is

mainly due to softirq pipelining while softirq splitting may also have helped. It is

worth noting that Falcon was able to achieve near-native latency across the spec-

trum of average and tail latency. For underloaded TCP test with packets less than 4

KB (not listed in the figures), neither softirq splitting nor pipelining had much effect

on latency. For 4 KB underloaded TCP test (Figure 3.13 (b)), GRO splitting helped

to attain near-native average and the 90th percentile latency but failed to contained

the long tail latency. We believe this is due to the possible delays in inter-processor

interrupts needed for raising softirqs on multiple cores. It is worth noting that despite

the gap from the host network Falcon consistently outperformed the vanilla overlay

in all cases.
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Figure 3.14: Packet rates in host network, vanilla overlay, and Falcon under multi-
flow UDP and TCP tests.

Multi-flow throughput. This sections compares Falcon with existing packet

steering techniques (i.e., RSS/RPS) in multi-flow tests — multiple flows were hosted

54



within one container. In all tests, both RSS and RPS were enabled and we used

dedicated cores in FALCON CPUS. This ensures that Falcon always has access to idle

cores for flow parallelization. As previously discussed, GRO-splitting is only effective

for TCP workloads and hence does not take effect in UDP tests. The packet sizes were

set to 16 B and 4 KB for UDP and TCP, respectively. Unlike the UDP stress test,

which used multiple clients to press a single flow, the multi-flow test used one client

per flow. Figure 3.14 (a) and (b) show that Falcon can consistently outperform the

vanilla overlay with packet steering by as much as 63%, within 58% to 75% of that in

the host network. Note that Falcon neither improved nor degraded performance for

a single flow. It is because, for UDP tests with 16 B packets without using multiple

clients, the sender was the bottleneck.

For TCP multi-flow tests, we further enabled GRO-splitting for the host net-

work (denoted as Host+). Figure 3.14 (c) and (d) show that GRO processing is a

significant bottleneck even for the host network. GRO-splitting helped achieve up to

56% throughput improvement in Host+ than that in the vanilla host network. With

Falcon, the overlay network even outperformed Host by as much as 37%.
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Figure 3.15: Falcon’s benefit diminishes as utilization increases but causes no per-
formance loss when system is overloaded.

Multi-container throughput in busy systems. This section evaluates Falcon

in more realistic scenarios in which multiple containers, each hosting one flow, are
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running in a busy system. Unlike the multi-flow tests that used dedicated, idle cores

for flow parallelization, in the multi-container tests all cores were actively processing

either hardirqs, softirqs, or application threads. Falcon needed to exploit idle CPU

cycles on unsaturated cores for flow parallelization. This evaluates the effectiveness of

the dynamic balancing algorithm. We limited the packet receiving CPUs to 6 cores 4

and configured them as FALCON CPUS. As illustrated in Figure 3.15, we gradually in-

creased the number of containers from 6 to 40 in order to drive the receiving cores

from around 70% busy until overloaded. We observed that: 1) when the system had

idle CPU cycles (e.g., under 6 or 10 containers), Falcon was able to improve overall

throughput by up to 27% and 17% under UDP and TCP, respectively. In addition,

Falcon’s performance was more consistent across runs compared to the vanilla con-

tainer network; 2) when the system was pressed towards fully saturated (e.g., 100%

utilization with 20 and more containers), Falcon’s gain diminished but never under-

performed RSS/RPS. Figure 3.15 (b) and (d) show that Falcon’s diminishing gain

was observed during high CPU utilization and Falcon was disabled once system is

overloaded.

Parameter sensitivity. Falcon is disabled when the system load is high since

there is a lack of CPU cycles for parallelization. In this section, we evaluate the

effect of parameter FALCON LOAD THRESHOLD, which specifies the utilization threshold

for disabling Falcon. Figure 3.16 shows that always enabling Falcon (denoted as

always-on) hurt performance when the system was highly loaded while setting a low

utilization threshold (e.g., 70% and lower) missed the opportunities for parallelization.

Our empirical studies suggested that a threshold between 80-90% resulted in the best

performance.

4It was impractical for us to saturate a 40-core system due to limited client machines; hence we

selected a subset of cores for evaluation.
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Figure 3.16: Effect of the average load threshold and its impact on container network
performance.
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Figure 3.17: Falcon adapts to changing workload and re-balances softirqs dynami-
cally.

Adaptability test. To demonstrate the significance of Falcon’s two-random

choice algorithm, we created hotspots by suddenly increasing the intensity of certain

flows. In a hashing-based balancing algorithm, such as RSS/RPS and the first ran-

dom choice in Falcon, the softirq-to-core mapping is fixed, thereby unable to adapt

to workload dynamics. In contrast, Falcon’s two-choice dynamic re-balancing algo-

rithm allows some softirqs to be steered away from an overloaded core and quickly

resolves the bottleneck. In the test, we randomly increased the intensity of one flow,

resulting in one overloaded core. We compare Falcon’s two-choice balancing algo-

rithm (denoted as dynamic) with static hashing (Falcon’ balancing algorithm with
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the second choice disabled, denoted as static). As shown in Figure 3.17, the two-

choice balancing algorithm achieved 18% higher throughput in UDP about 15% higher

throughput in TCP, respectively. Most importantly, the performance benefit was

consistent across multiple runs. These results suggest that the two-choice balancing

algorithm can effectively resolve transient bottlenecks without causing fluctuations.

3.6.3 Application Results

Web serving. We measured the performance of the Cloudsuite’s Web Serving

benchmark [48] with Falcon. Cloudsuite Web Serving, which is a benchmark to

evaluate page load throughput and access latency, consists of four tiers: an nginx

web server, a mysql database, a memcached server and clients. The web server runs

the Elgg [49] social network and connects to the cache and database servers. The

clients send requests, including login, chat, update, etc., to the social network (i.e.,

the web server). We evaluated the performance with our local testbed. Web server’s

pm.max children was set to 100. The cache and database servers were running on

two separate cores to avoid interferences. All clients and servers ran inside containers

and were connected through Docker overlay networks on top of the 100 Gbps NIC.
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Figure 3.18: Falcon improves the performance of a web serving application in terms
of higher operation rate and lower response time.
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Figure 3.18(a) shows the “success operation” rate with a load of 200 users

under the vanilla overlay network and Falcon. Compared to the vanilla case, Fal-

con improves the rate of individual operations significantly, by up to 300% (e.g.,

BrowsetoElgg). Figure 3.18(b) and (c) illustrate the average response time and de-

lay time of these operations: The response time refers to the time to handle one

request, while the delay time is the difference between the target (expected time

for completion) and actual processing time. With Falcon, both response time and

delay time are significantly reduced. For instance, compared to the vanilla case,

the maximum improvement in average response time and delay time is 63% (e.g.,

PostSelfWall) and 53% (e.g., BrownsetoElgg), respectively. Falcon’s improve-

ments on both throughput and latency are mainly due to distributing softirqs to

separate cores, thus avoiding highly loaded cores.
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Figure 3.19: Falcon reduces the average and tail latency under data caching using
Memcached.

Data caching. We further measured the average and tail latency using Cloudsuite’s

data caching benchmark, memcached [50]. The client and server were running in

two containers connected with Docker overlay networks. The memcached server was

configured with 4GB memory, 4 threads, and an object size of 550 bytes. The client
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had up to 10 threads, submitting requests through 100 connections using the Twitter

dataset. As shown in Figure 3.19, with one client, Falcon reduces the tail latency

(99th percentile latency) slightly by 7%, compared to the vanilla case. However,

as the number of clients grows to ten, the average and tail latency (99th percentile

latency) are reduced much further under Falcon, by 51% and 53%. It is because,

as the number of clients (and the request rate) increases, kernel spends more time

in handling interrupts, and Falcon greatly increases its efficiency due to pipelined

packet processing and balanced software interrupts distribution.
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Figure 3.20: Overhead of Falcon.

3.6.4 Overhead Analysis

The overhead of Falcon mainly comes from two sources: interrupt redistri-

bution and loss of packet data locality. These are inevitable, as Falcon splits one

softirq into multiple ones to help packets migrate from one CPU core to another.

Note that, the essence of Falcon is to split and spread CPU-consuming softirqs

to multiple available CPUs instead of reducing softirqs. As the overhead ultimately

results in higher CPU usage given the same traffic load, we quantify it by measuring
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the total CPU usage with fixed packet rates. Figure 3.20 shows the CPU usage with

a 16B single-flow UDP test under various fixed packet rates in three network modes:

native host, vanilla overlay, and Falcon.

As depicted in Figure 3.20 (a), compared to vanilla overlay, Falcon consumes

similar (or even lower) CPU resources when the packet rate is low, while slightly

more CPU resources (≤ 10%) when the packet rate is high. Meanwhile, Falcon

triggers more softirqs, e.g., by 44.6% in Figure 3.20 (b).5 It indicates that though

Falcon could result in loss of cache locality as the processing of a packet is spread

onto multiple cores, it brings little CPU overhead compared to the vanilla overlay. It

is likely because the vanilla overlay approach does not have good locality either, as it

needs to frequently switch between different softirq contexts (e.g., for NIC, VXLAN,

and veth) on the same core. As expected, Falcon consumes more CPU resources

compared to native host, and the gap widens as the packet rate increases.

3.6.5 Discussion

Dynamic softirq splitting. While we found softirq splitting is necessary for TCP

workloads with large packets and can significantly improve both throughput and

latency, it may impose overhead for UDP workloads that are not bottlenecked by GRO

processing. In the meantime, we employ offline profiling to determine the functions

within a softirq that should be split and require the kernel to be recompiled. Although

Falcon can be turned on/off completely based on the system load, there is no way

to selectively disable function-level splitting while keeping the rest part of Falcon

running. As such, certain workloads may experience suboptimal performance under

GRO splitting. One workaround is to configure the target CPU for softirq splitting

5Note that the overlay network triggers fewer softirqs in Figure 3.20 (b) than that in Figure 3.4,

as we measured it in a less loaded case (400 Kpps).
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to use the same core so that the split function is never moved. We are investigating

a dynamic method for function-level splitting.

Real-world scenarios. Falcon is designed to be a general approach for all types

of network traffic in container overlay networks. Particularly, two practical scenarios

would greatly benefit from it: 1) Real-time applications based on “elephant” UDP

flows, such as live HD streaming, VoIP, video conferencing, and online gaming; 2) a

large number of flows with unbalanced traffic — multiple flows could co-locate on the

same core if the number of flows is larger than the core count, where Falcon can

parallelize and distribute them evenly. Note that, Falcon’s effectiveness depends on

access to idle CPU cycles for parallelization. In a multiple-user environment, policies

on how to fairly allocate cycles for parallelizing each user’s flows need to be further

developed.

3.7 Conclusion

This chapter demonstrates that the performance loss in overlay networks due to

serialization in the handling of excessive, expensive softirqs can be significant. We seek

to parallelize softirq processing in a single network flow and present Falcon, a fast

and balanced container network. Falcon centers on three designs: softirq pipelining,

splitting, and dynamic balancing to enable fine-grained, low-cost flow parallelization

on multicore machines. Our experimental results show that Falcon can significantly

improve the performance of container overlay networks with both micro-benchmarks

and real-world applications.
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CHAPTER 4

ACCELERATING PACKET PROCESSING IN CONTAINER

OVERLAY NETWORKS VIA PACKET-LEVEL PARALLELISM

Overlay networks serve as the de facto network virtualization technique for pro-

viding connectivity among distributed containers. Despite the flexibility in building

customized private container networks, overlay networks incur significant performance

loss compared to physical networks (i.e., the native). The culprit lies in the inclusion

of multiple network processing stages in overlay networks, which prolongs the net-

work processing path and overloads CPU cores. In this chapter, we propose mFlow,

a novel packet steering approach to parallelize the in-kernel data path of network

flows. mFlow exploits packet-level parallelism in the kernel network stack by split-

ting the packets of the same flow into multiple micro-flows, which can be processed in

parallel on multiple cores. mFlow devises new, generic mechanisms for flow splitting

while preserving in-order packet delivery with little overhead. Our evaluation with

both micro-benchmarks and real-world applications demonstrates the effectiveness of

mFlow, with significantly improved performance – e.g ., by 81% in TCP through-

put and 139% in UDP compared to vanilla overlay networks. mFlow even achieved

higher TCP throughput than the native (e.g ., 29.8 vs. 26.6 Gbps).

4.1 Introduction

Due to high portability, high density, low performance overhead, and low oper-

ational cost, containers have quickly gained popularity and become adopted by high

performance computing systems (HPC) [51, 52, 53, 54, 55, 56, 57, 58, 59]. Unlike
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VMs, containers achieve lightweight virtualization by running directly on the host op-

erating systems (OS) – i.e., no guest OSes and virtual hardware emulation involved

– while isolation between containers remains enforced through kernel-level features

such as namespaces [60], cgroups [61], and seccomp [62].

However, containers are no longer lightweight with regard to peripheral compo-

nents, especially for networking. Recent studies [2, 1, 14] revealed that compared to

the native (i.e., no virtualization), containers achieved ∼50% less network through-

put and suffered much higher packet-level processing latency. The culprit of the poor

container network performance lies in the complexity of constructing network con-

nections: Containers rely on overlay networks – the de facto network virtualization

technique in containers – allowing each container to have its own network namespace

and private IP address while being independent of the host network. The construction

of overlay networks requires a set of software network devices, such as VxLAN [12] for

packet encapsulation/decapsulation, veth for virtual network interfaces of contain-

ers, and virtual bridges (e.g ., Linux bridge or Open vSwitch [13]) to connect them.

The involvement of multiple software network devices prolongs the data path of con-

tainer network packets, inevitably incurring additional overhead and delays to packet

processing with high CPU usage [2, 14].

Worse, since the Linux kernel typically squeezes all the processing stages of

a single flow on a single CPU core [2], the computation of packet processing can

easily overload the core, thus throttling the network throughput of the flow. This

negatively impacts the performance and scalability of many HPC workloads, such as

live HD streaming, distributed machine learning tasks, and big data processing tasks –

typically generating long-lived, high-throughput flows, known as “elephant” flows. For

example, due to such a CPU bottleneck, distributed machine learning tasks stopped

scaling after only consuming 25 Gbps out of a 100 Gbps network link [63].
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This chapter investigates how and to which degree in-kernel packet process-

ing can be optimized to accelerate container overlay networks. Ideally, the above-

mentioned CPU bottleneck can be addressed/mitigated if we can effectively convert

any elephant flow into multiple mouse flows, each containing a small portion of the

flow’s packets and being processed upon a separate core. Several instant benefits are:

(1) Each mouse flow contains fewer packets, thus avoiding overloading a single core

(even for a heavyweight network device); (2) Packets of different mouse flows can

be processed in parallel, thus accelerating packet processing speed; (3) It can more

efficiently leverage a multi-core system to mix and balance elephant and mouse flows

– i.e., an elephant flow is just equivalent to a bunch of mice flows.

To seek the feasibility of this idea, we design and develop mFlow – a novel

approach to parallelize in-kernel data path of (elephant) flows. mFlow exploits fine-

grained, packet-level parallelism based on an often overlooked fact: While existing

in-kernel packet processing requires all packets of a single flow to be processed in

a pipelined manner (in sequence), in-order packet processing does not need to be

strictly guaranteed at all times along the stateless network path, but instead only

when necessary (for the stateful path), e.g ., before packets enter the transport layer

(i.e., TCP) or are sent to user-space applications. Upon this observation, mFlow

achieves packet-level parallelism by splitting the packets of the same flow into multiple

small batches, called micro-flows, which can be processed in parallel on multiple cores.

mFlow devises generic packet steering mechanisms for in-kernel flow splitting that

can be enabled at any point of the stateless network path.

One key challenge to mFlow lies in that as each CPU core may have different

processing capability and/or be interrupted by concurrent kernel tasks, packets of

different micro-flows may not preserve their arrival order after parallel processing –

out-of-order packet delivery causes incorrectness (in TCP) or poor user experiences (in
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UDP). This is precisely why the existing in-kernel network stack processes packets

in order, thus only needing to reorder a small number of packets that are delayed

during transmission. Although mFlow can leverage the kernel’s packet reordering

mechanism to ensure all packets are still in order after parallel processing, the packet-

level reordering incurs significant overhead. mFlow addresses this issue in two ways:

(1) by choosing a suitable batch size for micro-flows, the number of out-of-order

packets can be dramatically reduced; (2) instead of reordering packets at a per-

packet level, mFlow devises a batch-based flow reassembling mechanism incurring

little overhead.

We know of no other kernel techniques supporting packet-level parallelism for

accelerating container overlay networks. We have implemented a prototype of mFlow

in the Linux network stack (with kernel version 5.7). To summarize, in this chapter,

we have made the following contributions:

• We perform a detailed investigation of the performance of container overlay

networks and identify the main performance bottleneck for elephant flows to be

the lack of sufficient network processing parallelism.

• We design and implement mFlow, which explores packet-level packet process-

ing parallelism in commodity OS kernel for fast overlay networks. Unlike ex-

isting approaches that only parallelize packet processing at a coarse-grained

flow/device level, mFlow allows a flow to be parallelized at any stateless stage

along the network processing pipeline.

• Our evaluation of mFlow using both micro-benchmarks and real-world appli-

cations shows that mFlow can significantly improve network throughput (e.g .,

by 81% in TCP and 139% in UDP compared to the vanilla overlay networks)

and application-level performance (e.g ., by up to 7.5x for web serving). mFlow
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even achieves higher TCP throughput under container overlay networks than

the native (e.g ., 29.8 vs. 26.6 Gbps) due to packet-level processing parallelism.
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Figure 4.1: In-kernel packet processing.

4.2 Background and Motivation

4.2.1 Background

Packet processing: In-kernel packet processing, as illustrated in Figure 4.1, involves

a complicated pipeline that traverses the physical network interface controller (pNIC),

the kernel space, and the user space. We use packet reception as an example to

demonstrate the process: When a packet arrives at the pNIC, in step ➊, it is copied

(via DMA) to the kernel ring buffer, and the pNIC triggers a hardware interrupt

(IRQ). The kernel is then invoked by the IRQ and starts the packet receiving process.

The in-kernel receiving procedure further involves two parts: the top half and the

bottom half.

67



The top half runs in the context of the IRQ, which simply marks that there is

an incoming packet (in request queues) waiting for processing and notifies the bottom

half (i.e., by raising a software interrupt). The bottom half is then executed in the

form of a software interrupt (softirq) (in step ➋). It serves as the main kernel network

packet processing routine to process the packet through a set of network devices (e.g .,

both physical and software NICs) and network protocol layers (e.g ., from layer 2 to

layer 3/4). The Linux kernel uses a key data structure, skb (i.e., socket buffer), to

represent each packet that can be freely manipulated and transferred across these

network devices and layers. After a packet traverses all needed network devices and

protocol layers along its path, it is finally delivered to the user-space application (in

step ➌) — i.e., the packet data/payloads (stored in the kernel ring buffer) is copied

from the kernel buffer to the user-space application’s buffer.
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Figure 4.2: Container overlay networks.
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Container overlay networks: Container overlay networks hinge on a tunneling

technique (e.g ., through VxLAN [12]): When a container sends a packet (with private

IPs), the overlay network encapsulates the packet in a new packet with the (source

and destination) host IPs as the new packet header and the original packet as payload.

When a container receives a packet, the overlay network decapsulates the received

packet to recover the original packet and delivers it to the target containerized appli-

cation using its private IP address.

As illustrated in Figure 4.2, the Linux kernel constructs the container overlay

network with the help of several in-kernel software network devices – i.e., a VxLAN net-

work device for packet encapsulation/decapsulation, a virtual Ethernet device (veth)

for virtual network interfaces of containers, and a virtual bridge (e.g ., Linux bridge or

Open vSwitch [13]) to connect them. Hence, before a container packet is received by

the user-space application, it needs to traverse three software devices and goes through

the network protocol stacks twice — one for packet decapsulation and one for sending

the decapsulated packet (by veth) to the user-space application. Throughout the

whole process, one IRQ and three softirqs — i.e., by pNIC, VxLAN, and veth — are

raised. Therefore, compared to the native, the overlay network incurs prolonged data

path with extra processing overhead.

Parallel packet processing: The prolonged data path in container overlay networks

slows down per-packet processing and consumes more CPU cycles. By default, as the

vanilla case shows in Figure 4.3, the Linux kernel squeezes all stages of a single

flow’s packet processing onto a single CPU core 1. It is because the Linux network

stack has been developed over the years and originally targeted less-powerful network

1The kernel thread for packet delivery – i.e., copying data from the kernel ring buffer to the user-

space buffer – is bonded with the core where the application thread runs; it can run on a separate

core other than the in-kernel packet processing core(s).
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Figure 4.3: Parallel packet processing.

devices (e.g ., 1/10 Gbps) where a single core was powerful enough to handle a single

network flow. However, in the face of today’s high-performance, high-throughput

network devices (e.g ., 100/400 Gbps), the CPU becomes the bottleneck – i.e., packet

processing can easily saturate a single core, preventing a single flow from achieving

higher network throughput.

To leverage a multi-core system, both hardware and software packet steering

approaches have been proposed to parallelize packet processing:

(1) Modern physical NICs enable multiple queues and apply receive side scaling

(RSS) [26] to map different flows to separate cores (via hash values). This achieves

inter-flow parallelism as different flows are associated with distinct hash values and

can be mapped to different cores. Note that, it is common that one server can have

more flows than available CPU cores; multiple flows might still be mapped to the same

CPU core. The hardware-based parallelism mechanism, however, does not parallelize
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a single (elephant) flow, as all packets from the same flow are assigned with the same

hash value and hence processed on the same core.

(2) Receive packet steering (RPS) [27] in the Linux kernel is a software imple-

mentation of RSS, which realizes packet steering in the context of the first softirq

(raised by pNIC’s IRQs) and again achieves inter-flow parallelism – i.e., each flow is

identified using a distinct hash value and mapped to a separate core. As the “RPS”

case shows in Figure 4.3, for a single flow, RPS only separates the “top half” (as well

as the first softirq) and the remaining “bottom half” onto two cores.

(3) Recent effort, Falcon [2], observed the lack of single-flow parallelization

and enabled device-level and function-level parallelization for a single flow. As the

“Falcon” case shows in Figure 4.3, packet processing stages associated with distinct

network devices (pNIC, VxLAN, vNIC, etc.) can be distinguished and placed on separate

cores by Falcon. However, one limitation of Falcon lies in that if a network device

is heavy (e.g ., VxLAN), it can still saturate one CPU core and becomes the bottleneck.

Further, the processing of a network packet in Falcon spans across multiple CPU

cores, resulting in reduced data locality and extra queuing delays. Last, function-

level parallelization in Falcon seems hard-coded and requires in-depth kernel code

analysis.

4.2.2 Motivation

Experimental settings: To quantitatively analyze the effectiveness of existing par-

allel packet processing approaches, we evaluated the throughput and CPU utilization

of the VxLAN-based overlay network using sockperf [41] (i.e., a TCP/UDP traffic gen-

erator) between a pair of client and server machines. The machines were connected

with Mellanox ConnectX-5 EN 100-Gigabit Ethernet adapters. Both the client and

server had sufficient CPU and memory resources.
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Performance analysis: Figure 4.4 and Figure 4.5 depict the performance and CPU

utilization comparisons between the native (i.e., no containers), VxLAN-based con-

tainer overlay network, RPS [27], and Falcon [2] using a single flow. We enabled

the Linux kernel’s default RPS mechanism. We downloaded Falcon’s source code

from its Github repository [64] and deployed its two parallelization approaches – at

the device or function level.
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Compared to the native, container overlay networks incurred higher perfor-

mance overhead with significant performance drops – 40% for TCP and 80% for UDP

under large message sizes (e.g ., 64 KB). The main reason is that: (1) container over-

lay networks entail prolonged data path with more software network devices as shown

in Figure 4.2; (2) the Linux kernel by default places all packet processing of these

devices on a single core, which easily overloads the core as indicated in Figure 4.5

(the container vanilla case) – softirqs of all network devices overloaded core one (close

to 100%). Note that, Figure 4.5 shows average CPU utilization (e.g ., over 30 sec-

onds). Although the average CPU% is under 100%, instant peak CPU% could reach

100% and throttle the performance, preventing a single flow from achieving higher

throughput.

Compared to the vanilla overlay case, RPS slightly improved the throughput of

container overlay networks – by 6% for UDP and 24% for TCP under large message

sizes (e.g ., 64 KB). It is because, as shown in Figure 4.5 (the RPS case), RPS steered

part of the softirqs from core one to core two, making core one capable of serving

more packets. However, core one remained the bottleneck with high CPU usage, as

the heavyweight network device – VxLAN (i.e., part of the first softirq) – were still

processed on core one.

To mitigate this, Falcon [2] distinguished different network devices and dis-

patched them onto separate cores, namely the device-level pipelining. As the example

in Figure 4.5 shows, Falcon dispatched VxLAN to core two and placed the remain-

ing devices on core three. In this way, Falcon increased the UDP throughput of

container overlay networks significantly — by 80% (compared to vanilla overlay).

However, it was still far below the native (only within 30%), because the device-level

pipelining is still coarse-grained — i.e., a heavy device/function can still saturate a

single core.
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Worse, the device-level pipelining merely worked for TCP with similar perfor-

mance as RPS (in Figure 4.4). The reason is that, under TCP, heavyweight functions

– e.g ., per-packet skb allocation and generic receive offload (GRO) 2 – remained on

core one and overloading it, as depicted in Figure 4.5 (i.e., the Falcon-dev case).

To overcome this, the function-level pipelining in Falcon can further separate these

functions onto separate cores. For example, by dispatching the GRO function (and all

the following softirqs) on core two, Falcon increased the throughput of TCP – by

20% (compared to RPS). Meanwhile, core one again was overloaded – now purely by

the skb allocation function (i.e., the Falcon-func case in Figure 4.5) that cannot be

parallelized by Falcon or any existing approaches.

Summary: Overlay networks incur non-trivial performance overhead for both TCP

and UDP. State-of-the-art approaches can parallelize packet processing to a certain

degree but encounter new bottlenecks. Hence, the performance of container overlay

networks remains significantly lower than the native.

4.3 Design

To exploit in-kernel packet processing parallelism, we design and developmFlow

with the key ideas as follows: Instead of following the long-established pipelined, in-

order processing, mFlow exploits packet-level parallelism by splitting packets of the

same flow into multiple small batches, called micro-flows, each being able to be pro-

cessed on a separate core, called splitting cores. By doing this, multiple micro-flows of

the same flow can be processed in parallel along the stateless network path and only

reassembled before entering the stateful processing stage or user-space applications.

As depicted in Figure 4.6, mFlow can scale a heavyweight network device or even

2GRO reassembles small packets into larger ones to reduce per-packet processing overhead. We

observed that the Linux kernel’s GRO is mainly effective for TCP connections but not for UDP.
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the full network path for a single flow. In the following sections, we present mFlow’s

splitting mechanisms and how mFlow efficiently preserves in-order packet delivery.

4.3.1 Flow Splitting

mFlow does not re-design existing well-tested, mature kernel network stack,

but instead realizes novel packet steering mechanisms to exploit packet-level paral-

lelism. mFlow devises two generic mechanisms for in-kernel flow splitting – i.e.,

depending on whether the per-packet skb data structure is created or not. These

splitting mechanisms enable mFlow to either split a flow at a very early stage (i.e.,

right after the first IRQ) or at any point along the stateless network processing path

(i.e., layer 2/3 and UDP layer).

Splitting mechanism along stateless network path: mFlow splits a single

flow by leveraging in-kernel stage transition functions. Specifically, during packet

processing, a network packet – represented in the form of a skb data structure –
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is transferred from one processing stage (i.e., a network device) to another via a

stage transition function (e.g ., netif rx). The stage transition function enqueues

the packet (i.e., skb) into the queue of the device to be processed next on the same

core. In this way, stage transition functions multiplex multiple stages of the flow in

a pipelined manner on the same core – i.e., once scheduled, each stage can process a

batch of packets; stages are processed in an interleaved manner.
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Figure 4.7: Flow-splitting function.

mFlow re-purposes the stage transition functions into a flow-splitting function

for heavyweight network devices (in Figure 4.7): During network device initialization,

for any network device (e.g ., VxLAN) that needs the packet-level parallelism, mFlow

creates per-core, per-device splitting queues (➊). During packet processing, before any

identified (elephant) flow enters the heavyweight network device, mFlow divides the

packets of the flow into multiple small batches (➋). Each batch is called a micro-flow

and covers a portion of the consecutive packets in the original flow. Then, mFlow
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can select a distinct splitting core for a micro-flow and enqueues the packets of the

micro-flow into its target core’s splitting queue (➌). Meanwhile, a softirq is raised on

the target splitting core via inter-processor interrupt (IPI). In this way, the bottom

half of the network device will be executed later on all the involved splitting cores in

parallel (➍).

This flow-splitting function works upon the per-packet skb data structure and

can parallelize the processing of any stateless heavyweight network devices (or func-

tions, e.g ., GRO). However, similar to the “Falcon-func” case in Figure 4.5, after

mFlow scales the heavyweight VxLAN device in container overlay networks via the

flow-splitting function, we observed that the construction of the skb data structure

(in the first stage of packet processing) became a heavy process – i.e., it overloaded

a single core.

To scale these heavyweight functions, we need a flow splitting mechanism that

works at the earliest point of the network stack:
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Figure 4.8: IRQ-splitting function.
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Splitting mechanism for the first stage: Splitting the packets of a flow before

skb allocation is challenging due to two factors: (1) It requires the support of the

physical network device driver to locate raw packets. (2) As there is no skb, it

needs a lightweight data structure to represent each raw packet, thus being able to

dispatch them onto separate cores. To overcome these, mFlow devises an IRQ-

splitting function to split/parallelize packet processing at the first stage:

As depicted in Figure 4.8, during the initialization of a flow that needs first stage

parallelization, mFlow creates per-core request ring buffers on the splitting cores that

will parallelize the first stage processing (➊). Then, the IRQ-splitting function divides

the first stage – i.e., the softirq context of the pNIC – into two halves. The first half (1)

locates the incoming packet requests from the driver’s request queue (➋) – e.g ., each

request represents an incoming packet and contains information for the skb creation;

(2) dispatches the requests onto target cores (➌) – similar to the above micro-flow

based dispatching 3; and (3) raises softirqs on target splitting cores (via IPIs). Finally,

the second half will be invoked on the splitting cores to finish the remaining part of the

original first stage – e.g ., skb allocation (➍). With this, mFlow can split and scale

heavyweight functions at the earliest network software point by taking advantage of

multiple cores. Note that, the design of the IRQ-splitting function relies little on a

specific network device driver – i.e., it only needs to know the driver’s request queue

and the way to locate its requests – making it portable to different network devices.

Parameters for packet-level parallelism: The degree of packet-level parallelism

in mFlow is mainly determined by: (1) the number of outstanding packets; (2)

3Note that the IRQ-splitting function dispatches packet requests rather than skbs; it relies on

the data structure of packet requests, created by device drivers, to represent each raw packet, hence

being lightweight.
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the batch size of micro-flows; and (3) the number of splitting cores. We discuss the

implications of each parameter as follows:

For both TCP and UDP workloads, a number of outstanding packets could

arrive at the receiver side approximately at the same time, especially for elephant

flows. For example, given a TCP connection under the throughput of ∼ 30 Gbps,

the sender (e.g ., iperf3 [31]) can issue ∼2,000 outstanding packets (with the size of

MTU being 1,500 bytes) without receiving an ACK from the receiver. As there is no

acknowledgment mechanism in UDP, a sender theoretically can issue as many out-

standing packets as possible to the receiver.4 As the outstanding packets arrive at

the receiver approximately at the same time, dispatching them onto multiple cores

enables packet-level parallelism. Therefore, the “heavier” a flow is, the more out-

standing packets it produces and the higher the packet-level parallelism degree can

be exploited.
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Figure 4.9: Number of out-of-order packet delivery vs. batch size of micro-flows (TCP
with 64KB packet size).

4Practical UDP workloads implement congestion control upon the UDP protocol, which adjusts

sending rate based on the observed quality of service such as packet loss, delay, jitter, etc.
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Simply dispatching the outstanding packets of the same flow onto multiple cores

may cause out-of-order delivery as different cores may not have a uniform processing

speed. Though mFlow’s flow reassembling mechanism eventually preserves packet

orders, more out-of-order delivery means additional effort for order preservation.

We observed that, in Figure 4.9, the number of out-of-order delivery after split-

ting reduced significantly as the batch size of micro-flows increased. When the batch

size was set to 256 or above, little overhead was incurred for packet order preservation

in mFlow. Having a large batch size also preserves optimizations in packet process-

ing. For example, GRO reassembles small packets into larger ones, thus reducing the

number of packets to be processed. GRO can merge more consecutive small packets

given a larger batch size. Batch size also has implications on load distribution: If all

micro-flows have the same batch size and mFlow evenly distributes them on multiple

splitting cores, CPU utilization of each core would be similar (as packets go through

similar processing).

Ideally, mFlow can leverage as many cores as possible to exploit packet-level

parallelism. However, in practice, the performance benefit may diminish as the core

number increases due to multiple factors, such as the number of outstanding packets,

batch size, queuing delay, and reassembling overhead. Our evaluation shows that

using two cores for parallel packet processing greatly accelerates container overlay

networks performance – e.g ., even higher than the vanilla native case. Further, as the

original packet processing bottleneck has been mitigated by mFlow, a new bottleneck

arises due to data copying from the kernel to the user-space application.

4.3.2 Flow Reassembling

A key design goal of mFlow is not to involve out-of-order packet delivery due

to mFlow’s splitting mechanisms and parallel processing. We note that splitting a
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single flow into micro-flows ensures that packets in each micro-flow naturally preserve

their arrival orders. However, since each core may have different processing capability

and/or be interrupted by other concurrent kernel tasks, packets of different micro-

flows may not preserve their arrival orders after parallel processing.

To preserve the original sequences of micro-flows, mFlow devises an efficient

batch-based flow reassembling mechanism. As depicted in Figure 4.10, for heavyweight

network devices (or functions) that need packet-level parallelism, mFlow creates

per-core, per-device buffer queues (➊). Then, for each splitting core that finishes

the processing of a packet, it enqueues the packet to its buffer queue (➋), instead

of directly sending it to the next processing stage. Meanwhile, each micro-flow is

associated with an identifier which is incremented based on the position of the micro-

flow in the original flow 5. In other words, the ID reflects each micro-flow’s order in

the original flow. mFlow uses a global merging counter to keep track of the ID of the

5mFlow stores the ID information in each packet’s skb data structure.
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micro-flow being merged. To merge a micro-flow, mFlow (1) locates the buffer queue

that stores the packets having the ID same as the merging counter; (2) fetches the

packets from the buffer queue; and (3) sends them to the next processing queue/stage

(➌ and ➍). mFlow keeps consuming packets from the same buffer queue until the

next packet stores a different ID than the merging counter, indicating that mFlow

should move to consume the next micro-flow. After mFlow increments the merging

counter, it repeats step (1).

mFlow’s batch-based flow reassembling approach has the following advantages:

(1) The per-core, per-device buffer queues (used to cache intermediate micro-flows)

ensure that each core can keep processing packets without being blocked by the merg-

ing process. (2) Packets are “re-ordered” on a per-batch basis, which is extremely

efficient, especially compared to the kernel’s existing per-packet reordering mecha-

nism using an out-of-order queue. It also indicates that using a large batch size can

significantly reduce merging overhead – i.e., mFlow does not need to frequently

switch between buffer queues to locate the next micro-flow.

Note that, although it makes intuitive sense to merge micro-flows right after a

heavy device/function and before the next processing stage, we find that micro-flows

can actually be merged as late as possible as long as the following packet processing is

stateless (i.e., no inter-packet processing dependency). For example, for UDP flows,

micro-flows can be merged right before being delivered to user-space applications.

The advantages for the late merging are as follows: (1) mFlow can reuse existing in-

kernel backlog queues 6 as buffer queues with reduced queuing delay. (2) mFlow can

parallelize the full packet processing path with fewer splitting cores (in Figure 4.6).

(3) Packets are being processed on the same core with good data locality.

6In delivering packets to a user application, the kernel uses a backlog queue to store packets

temporarily while the receive queue is being used by the application’s receiving thread.
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4.4 Implementation

We have implemented mFlow on the Linux network stack with kernel version

5.7 (∼600 LoC of addition or modification) with the focus on the presented splitting

and reassembling mechanisms.

4.4.1 Flow-Splitting Function

mFlow implements the flow-splitting function by re-purposing a state tran-

sition function, netif rx. Originally, such a state transition function enqueues a

packet (i.e., its skb) into the current core’s backlog queue for future processing on the

same core. mFlow, instead, splits received packets of a flow – that requires packet-

level parallelism for a heavy network device – into micro-flows (➋ in Figure 4.7) and

enqueues each micro-flow’s packets onto one selected splitting core (➌ in Figure 4.7).

mFlow creates and associates the per-core, per-device splitting queues to the de-

vice’s NAPI structure napi struct (➊ in Figure 4.7), which can be easily accessed

by the network device’s softirq handler once executed on the splitting cores (➍ in

Figure 4.7).

4.4.2 IRQ-Splitting Function

mFlow implements the IRQ-splitting function in the Mellanox NIC driver – its

softirq handler (mlx5e napi poll). The IRQ-splitting function relies on two inputs

from the driver code: a request queue (mlx5e rq), and the way to retrieve requests

(mlx5e poll rx cq) (➋ in Figure 4.8). With this, mFlow, once enabled, can retrieve

any available incoming packet requests in the context of the physical NIC’s softirqs

and dispatch them onto selected splitting cores (➌ in Figure 4.8). mFlow creates

and associates the per-core request buffer to Linux kernel’s per-core data structure,

softnet data, which can be easily accessed in a softirq context (➊ in Figure 4.8).

83



mFlow implements the second half (➍ in Figure 4.8) as a regular softirq handler

(scheduled by kernel’s NAPI scheduler and executed on the splitting cores). The

second half can be processed in parallel most of the time except when it needs to

update the driver that a packet request has been consumed (i.e., after its skb has

been created) and can be released (i.e., can be reused for another incoming request).

To reduce any possible contention, mFlow updates the driver once in a while (e.g .,

every 128 requests).

4.4.3 Flow-Reassembling Function

The implementation of batch-based flow reassembling uses two queues – the

backlog queue for receiving packets from the previous network processing stage and

the receive queue for delivering packets to user-space applications. Under UDP,

sk receive queue serves as the backlog queue, while reader queue serves as the re-

ceive queue. Under TCP, sk backlog serves as the backlog queue, while sk receive queue

serves as the receive queue. mFlow extends the backlog queue into per-core buffer

queues (➊ in Figure 4.10), with each serving one splitting core. Thus, all packets

from the previous stage are first cached in the buffer queues (➋ in Figure 4.10) before

merging. mFlow does not create a new kernel thread for executing the merging

functionality. Instead, it adds the merging functionality in the existing kernel thread

for packet delivery, i.e., tcp recvmsg for TCP and udp recvmsg for UDP (➌ and ➍

in Figure 4.10). These threads will be woken up when new packets arrive, during

which mFlow checks which micro-flow’s packets should be merged.

4.5 Evaluation

We have evaluated the effectiveness of mFlow. Results with micro-benchmarks

demonstrate that: (1) mFlow significantly improves the throughput of an elephant

84



single flow – by 81% for TCP and 139% for UDP compared to vanilla overlay net-

works; (2) mFlow achieves even higher throughput than the native under TCP (29.8

vs. 26.6 Gbps); (3) mFlow reduces average and tail latency for both TCP and UDP.

Results with real-world applications demonstrate significant application-level perfor-

mance benefits brought by mFlow– the performance of a web serving application

increases by up to 7.5x, while the latency of a data caching application reduces by

up to 48%, compared to vanilla overlay networks.

4.5.1 Experimental Configurations

The experiments were performed on two PowerEdge R740XD servers, each with

2×16-core Intel Xeon Gold 5218 processors (2.30 GHz) and 384 GB memory. The two

machines were connected directly by Mellanox ConnectX-5 EN 100-Gigabit Ethernet.

We used Ubuntu 20.04 (with the kernel version 5.7) as the host OSes and the

Docker overlay network mode (with Docker version 19.03) as the container overlay

network. Docker overlay network uses Linux’s builtin VxLAN. We evaluated the fol-

lowing cases: (1) native: the physical host network (i.e., no containers); (2) vanilla

overlay: containers with the default docker overlay network (VxLAN); (3) RPS: con-

tainers with Linux RPS [27] enabled; (4) Falcon: containers with FALCON [64]

enabled – the state-of-the-art in-kernel parallelization optimization for container net-

works; and (5) mFlow.

For mFlow, unless otherwise specified, we set the batch size to 256 and the

number of splitting cores to 2, evenly distributed micro-flows to the splitting cores

and enabled full path scaling for TCP and device scaling for UDP (in Figure 4.6).

For all tests, CPU and memory resources were sufficient. All experiments were run

multiple times to mitigate variation.
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4.5.2 Micro-Benchmarks

Single-flow throughput: To measure the throughput of a single flow, we used

sockperf [41] to generate traffic with various message sizes. Note that when a mes-

sage is larger than MTU (1,500 bytes), it will be fragmented into multiple packets

during transmission. For TCP, we used a pair of sockperf client and server. How-

ever, the client under UDP was often bottlenecked (i.e., overloading a CPU core).

Hence, similar to Falcon [2], we used three sockperf clients to send traffic to one
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sockperf server to stress the network stack on the receiver side to its limit for a UDP

flow.

In Figure 4.11, mFlow improved the throughput of a single flow significantly,

especially with large message sizes (e.g ., 64 KB), by 81% for TCP and 139% for UDP,

compared to vanilla overlay. Under TCP, mFlow even achieved higher throughput

than the native – 29.8 Gbps vs. 26.6 Gbps. It is because although the native network

was much simpler than overlay network, a single core (for skb allocation) was

overloaded at the high throughput. In contrast, mFlow leveraged multiple cores to

process a single flow in parallel. For UDP (under 64 KB), mFlow achieved lower

throughput than the native. The reason is that, under UDP, the clients were throttled

after they overloaded client-side CPU cores.

Compared to Falcon, mFlow achieved 22% more throughput under TCP

and 21% more under UDP (with 64 KB). It indicates that exploiting packet-level

parallelism can keep pushing the in-kernel network stack to achieve higher network

performance. For UDP under small message/packet size (16B), mFlow achieved

even higher performance than Falcon – more than 40%. For TCP with a small

packet size (16B), both Falcon and mFlow did not help much (similar to the

vanilla overlay). This is because the TCP client became the bottleneck. This also

indicates that further optimization focus should be placed on the sender side.

Single-flow splitting and CPU utilization: Figure 4.12 shows how mFlow splits

the TCP and UDP flows and the breakdown of average CPU utilization on each core

(with 64 KB).

For TCP, we tested mFlow’s full path scaling scenario – i.e., splitting occurred

in the first stage and merging occurred before packets entered the stateful TCP trans-

port layer. Core one was used for dispatching raw packet requests to two separate

cores – splitting core two and three. We noticed that, if all network processings were
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with 16B message size.

placed on one splitting core, the splitting core was easily overloaded (as mFlow in-

creased TCP throughput significantly). Hence, to scale the performance of a single

TCP flow, we further split and pipelined the processings on two cores for each parallel

branch – i.e., we used core two only for skb allocation and dispatched the remaining

processings on core four. The same configuration was applied to core three and five.

With this, mFlow achieved extremely high TCP throughput for container overlay

network as shown in Figure 4.11. Now, we observe that core zero – upon which a sin-

gle kernel thread copies data from the kernel ring buffer to the user-space application

– was fully utilized and became the new bottleneck.

For UDP, we tested mFlow’s single device scaling scenario – i.e., splitting

occurred before the heavyweight VxLAN device and merging occurred before packets

were copied to applications. As shown in Figure 4.12, we placed all network devices

after VxLAN on the same core as they consumed way less CPU utilization. Core one

was used for the first stage and dispatching packets in the form of skbs to two sep-

arate cores – splitting core two and three. With this configuration, mFlow achieved
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higher UDP throughput than Falcon for container overlay network (Figure 4.11).

We noticed that none of these cores were fully utilized. Instead, the three clients

overloaded their sender-side cores and were the bottleneck.

Single-flow latency: Figure 4.13, Figure 4.14 and Figure 4.15 depict the per-packet

latency of a single TCP or UDP flow with various message sizes. We measured the

latency in the “overloaded” scenario (using sockperf), in which each case was driven

to its maximum throughput before packet drops occurred. We observe that, under

all cases, mFlow reduced per-packet processing latency compared to vanilla overlay,

RPS, and Falcon. For example with 64 KB, compared to vanilla overlay, mFlow

reduced the median latency by ∼46% and 99th percentile latency by ∼21% for TCP.

It is because mFlow’s packet-level parallelism reduces the latency resulting from

the pipelined processing (i.e., the processing of the following packet depends on the

completion of its previous packet). We observe that there remained a gap in latency

between mFlow and the native due to prolonged data path in container overlay

networks.
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Multi-flow testing: We further conducted multi-flow tests – i.e., multiple flows

co-existed within the same host machine. Since for UDP, clients were the main bot-

tlenecks preventing mFlow from saturating available network bandwidth, we showed

the multi-flow TCP case in Figure 4.16, Figure 4.17 and Figure 4.18. The message

sizes were set to 16 B, 4 KB, and 64 KB, and the number of flows varied from 1 to 20.

In all tests, we used 5 dedicated cores for application threads and 10 dedicated cores

for all in-kernel packet processing to have a more controlled experimental environment

for the ease of result analysis.

In Figure 4.16, Figure 4.17 and Figure 4.18, with the small message/packet size

(i.e., 16 B), all test cases scaled linearly, as the client side became the bottleneck.

With the larger message/packet sizes (i.e., 4 KB and 64 KB), mFlow consistently

outperformed vanilla overlay – e.g ., by 24% with 5 concurrent flows (under 4 KB).

This benefit shrank as more flows were added – e.g ., by 11% with 10 flows and

by 5% under 20 flows. It is because as the flow number increased, there was little

CPU resource to scale up mFlow. This can be further verified with the comparison
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between Falcon and mFlow – mFlow outperformed Falcon by 5% with 10

concurrent flows (with 64 KB) while they achieved the same performance with 20

flows, where CPU was the bottleneck.

mFlow overhead: Figure 4.19 shows the average CPU load distribution among

all used cores for the multiple TCP flow case (with 10 flows under 64 KB). More

fine-grained flow steering in mFlow does incur additional overhead – compared to

Falcon, mFlow consumed 15% more CPU utilization (among 10 cores for packet

processing) in exchange for 5% performance gains. However, this is the worst-case

scenario. We observed less than 5% additional overhead with 5 flows and the same

CPU utilization with 20 flows (the system was overloaded). On the other hand, the

advantage of mFlow lies in that, in Figure 4.19, mFlow can leverage CPU cores in

a more balanced manner with even load distribution. In contrast, CPU utilization

variation under Falcon was larger than mFlow – i.e., the standard deviation of

CPU utilization among 10 cores was 20.5 (Falcon) vs. 11.6 (mFlow).
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4.5.3 Applications

In this section, we use two representative real-world applications, web serving

and data caching, to evaluate mFlow.

Web serving: We measured the performance of Cloudsuite’s Web Serving bench-

mark [48] under vanilla overlay, Falcon, and mFlow. Cloudsuite’s Web Serving

– the benchmark to evaluate page load throughput and access latency – contains

four components: an nginx web server, a mysql database, a memcached server, and

clients. The web server runs the Elgg [49] social network and connects to the cache

and database servers. The clients send different types of request workloads, including

login, chat, update, etc., to the web server. In our experiments, all of the services

were performed inside containers that were connected via the Docker overlay network

upon the 100 Gbps NIC.

Figure 4.20 depicts the “success operation” rate when we ran the benchmark

with 200 users. We observe that mFlow improved the successful individual operation

rate by 2.3x – 7.5x compared to the vanilla overlay network. For the same metric,

mFlow outperformed Falcon by 1.5x – 3.6x. Figure 4.21 and Figure 4.22 present

the average response time and delay time for different operations. The response
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Figure 4.20: mFlow improves success operation of a web serving application.
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Figure 4.21: mFlow reduces average response time of a web serving application.
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Figure 4.22: mFlow reduces average delay time of a web serving application.

time denotes the time to complete one request while the delay time represents the

difference between the target and actual processing time. Compared to the vanilla

overlay network, mFlow reduced the average response time by 35% – 65% while

the average delay time by up to 75%. Compared to Falcon, mFlow reduced the

average response time by 22% – 54% and the average delay time by 36% – 73%.

Data caching: We further measured the average and tail latency using Cloudsuite’s

data caching benchmark. It uses the Memcached data caching server, simulating the

behavior of a Twitter caching server with a Twitter dataset. In our experiments,

the Memcached server was configured with 4GB memory, 4 threads, and 550 bytes

object size. The Memcached server and clients were running under the same Docker

overlay network. As illustrated in Figure 4.23, compared to the vanilla overlay net-

work, mFlow reduced the tail latency (99th percentile latency) by 26% when we

used one client. When the number of clients increased to ten, mFlow’s benefit be-

came more significant – reducing the average and tail latency by 48% and 47% (99th

percentile). It is because, as the number of clients (and the request rate) increased,

95



0

50

100

150

200

250

300

Avg 90% 95% 99%

La
te

nc
y 

(u
s)

1 Client (Con) 1 Client (Falcon)
1 Client (mFlow) 10 Clients (Con)
10 Clients (Falcon) 10 Clients (mFlow)

Figure 4.23: mFlow reduces the average and tail latency of a data caching application
(Memcached).

the in-kernel network stack was more stressed. mFlow improved its efficiency by

using multiple cores for parallel packet processing. In addition, compared to Fal-

con, mFlow reduced the average latency by 22% and tail latency (99th percentile)

by 33%, demonstrating a higher degree of packet processing parallelism.

4.6 Conclusion

We have presented mFlow, a novel in-kernel packet steering approach to ac-

celerate container overlay networks by exploiting packet-level parallelism. mFlow

splits the packets of a single flow into multiple micro-flows and processes them in

parallel by taking advantage of a multi-core system while efficiently preserving in-

order packet delivery. Our evaluation with both micro-benchmarks and applications

demonstrates the effectiveness of mFlow. Meanwhile, the results have revealed new

bottlenecks that prevent a single flow from further scaling: One lies in clients/senders

and the other is the receiver-side single data-copying thread. We seek to address these

bottlenecks in our future work.
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CHAPTER 5

RELATED WORK

5.1 Network Stack Optimization

Researchers have identified that poor network performance often stems from in-

efficiencies and complexities within the kernel network stack. Consequently, numerous

studies have proposed various optimizations along the data path, addressing issues

such as interrupt processing [22, 65, 66, 24, 67], system call batching [68], protocol pro-

cessing [22, 69], memory copying [22, 23, 24, 25], scheduling [65, 70, 24, 71, 72, 73], and

application-kernel interaction [74, 75]. Despite these efforts, some work indicates that

both latency and throughput remain significantly below hardware capabilities [76, 24].

Unlike these traditional network improvements, our work focuses on optimizing spe-

cific issues within container networks, making these studies orthogonal to ours.

Beyond existing OS enhancements, other research has proposed lightweight and

customized network stacks [76, 77, 78, 79, 80, 81, 14, 82] to boost network perfor-

mance. For instance, Slim [14] is a connection-oriented approach that creates overlay

networks by manipulating connection metadata. While containers use private IPs for

connections, packets use host IPs for transmission. Slim bypasses virtual bridges and

network devices in containers, achieving near-native performance. However, Slim does

not support connection-less protocols like UDP and complicates host network man-

agement, as each overlay connection requires a unique file descriptor and port. Some

designs require changes to the application-kernel interface, rendering them incompat-

ible with legacy applications. Alternatively, research has shifted to bypassing the OS

kernel entirely, implementing the network stack in user space [21, 79, 47]. User-space
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approaches reduce context switches and allow direct hardware access, minimizing ker-

nel indirection and overhead. Intel’s Data Plane Development Kit (DPDK) [21] is

one example of such user-space libraries. Our work aims to enhance the efficiency

of commodity OS kernels to support all network traffic in overlay networks while

retaining existing network management tools.

5.2 Kernel Scalability on Multicore

As the number of CPU cores increases, improving resource utilization, sys-

tem efficiency, scalability, and concurrency has become a hot research topic. Boyd-

Wickizer et al. [83] analyzed the scalability of applications running on Linux atop

a 48-core machine, revealing that nearly all applications encounter scalability bot-

tlenecks within the Linux kernel. Many researchers advocate rethinking operating

systems [84, 85], proposing new kernels for high scalability, such as Barrelfish [86]

and Corey [87]. The availability of multiple processors in computing nodes and mul-

tiple cores in a processor has also motivated proposals to utilize multicore hardware,

including protocol onloading or offloading on dedicated processors [88, 89, 90, 91],

network stack parallelization [92, 93, 94, 95], packet processing alignment [96, 97],

and optimized scheduling [98, 99, 97]. However, none of these techniques specifically

address inefficiencies within container networks. Our work focuses on mitigating the

serialization of softirq execution due to overlay networks in the Linux kernel.

5.3 Container Network Acceleration

Container networks, being a new and complex technology, suffer from various

inefficiencies. To diagnose bottlenecks and optimize container networks, many tech-

niques have been developed recently. These works fall into two categories: First,
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many researchers propose to reduce unnecessary work to improve the performance.

Systems can offload CPU-intensive tasks, such as checksum computation, onto hard-

ware [100, 101, 102, 103] or bypass inefficient kernel parts [104, 103] to improve con-

tainer network processing. Advanced offloading techniques, like Mellanox ASAP2 [40],

enable virtual switches and packet transformation to be handled entirely by NIC

hardware, achieving near-native overlay performance. However, this approach has

drawbacks: it is only available on high-end hardware, restricts overlay network con-

figuration flexibility and scalability, and requires SR-IOV to pass virtual functions

(VFs) directly to containers, limiting the number of containers per host (e.g., 512

VFs in the Mellanox ConnectX®-5 100 Gbps Ethernet adapter) [105]. Another cate-

gory of works, including virtual routing [10], memory sharing [39], resource manage-

ment [106], redistribution and reassignment [107], and manipulating connection-level

metadata [14]. Unlike these works, our research addresses the inefficiencies in inter-

rupt processing within container networks. We propose solutions leveraging multicore

hardware with minimal modifications to the kernel stack and data plane.
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CHAPTER 6

FUTURE WORK

My future research will continue to develop innovative solutions to further en-

hance the efficiency and performance of cloud networking infrastructures, by lever-

aging techniques that include kernel optimization, user space offloading, and the

integration of reconfigurable, disaggregated hardware.

6.1 SmartNIC-Assisted Zero-Copying

Through our efforts working in system kernel, the efficiency and scalability of

container overlay networks have experienced significant improvements. However, a

substantial performance gap remains when comparing a single flow throughput to

the physical bandwidth of hardware NICs (e.g., 100 Gbps). Our research reveals

the final-step processing in the kernel as an inevitable bottleneck, specifically due

to the overhead of copying packet payloads from kernel to user space. Overcoming

this requires addressing two key challenges not yet solved by existing methods: First,

only the packet payloads should be accessible to user applications, which implies the

necessity to separate the packet headers and payloads during processing. Second, the

existing kernel-user communication interface, which relies on data copying, requires

an overhaul with a newly implemented zero-copying interface.

In response, we plan to develop a full-stack zero-copying framework which or-

chestrates hardware, kernel, and user applications to enhance networking performance

by eliminating the copying overhead. Within this framework, packet headers and

payloads are separated (based on identifying the protocol header or computing the
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header length) on SmartNICs (e.g., Nvidia BlueField [108]) as a pre-processing stage

as packets approach the host server. Upon arrival at the host server, it is the ker-

nel’s responsibility to allocate distinct memory regions for storing the headers and

payloads separately. Headers undergo further processing via the traditional kernel

protocol stack, while payloads are held in a designated memory area, awaiting access

by user application via mapping-based zero-copying. Once the headers have been pro-

cessed in the kernel network stack, user applications can retrieve the packet payloads

via a new zero-copying interface. To ensure compatibility with legacy applications, we

will deploy a new dynamic runtime library that allows the applications to be launched

with the new interface without requiring any modifications.

6.2 Elastic Networking Offloading

Existing hardware offloading solutions of network stack are still limited. Con-

sider two typical types of SmartNICs: SoC-based SmartNICs offer limited resources

[109]. Developers can offload only part of the network stack [110]. FPGA-based

SmartNICs provide minimal flexibility. Network protocols are hard-coded into the

hardware, making protocol adaptation to new applications needs a time-consuming

process of hardware reprogramming [111]. Our objective is to develop elastic solutions

that integrate SmartNICs with host servers, thereby addressing the complexities of

network traffic processing and optimizing cloud networking offloading efficiency.

This research comprises two primary components. Firstly, we aim to develop

a transparent and elastic offloading scheme by following a modular design principle.

This approach separates the stateless packet processing path into multiple fine-grained

modules (or pipelines), encompassing both low-level network functions such as packet

partitioning and transport, and high-level computation tasks including filtering, sort-

ing, encapsulation/decapsulation. Given that different devices have varied processing

101



capabilities and different types of traffic impose distinct pressures to networking mod-

ules, a crucial feature is allowing for the flexible integration of these modules across

NICs, host server kernels, or even user-space libraries. For example, packet processing

involving OVS-related packet filters (e.g., TC flower [112]), packet classification [113],

and overlay encapsulation/decapsulation can be extensively offloaded to SmartNICs

via ASAP2 technology [114] to leverage ASIC-based hardware accelerators for en-

hanced performance. Secondly, we plan to deploy a central scheduler that monitors

the computation resources and memory constraints on the SmartNIC. This sched-

uler dynamically reallocates computation workloads between the host CPU and the

SmartNIC in real-time, ensuring optimal utilization of resources in both of them to

prevent the slower SmartNIC cores from becoming a bottleneck.

6.3 Reshaping Networking via CXL

Emerging applications and an increasingly huge amount of data are driving a

greater specialization in hardware. As a result, the PCIe link [115], which connects

the CPU to these devices, is becoming a bottleneck. Compute Express Link (CXL)

is a cache-coherent interconnect for processors, memory expansion, and specialized

accelerators [116]. Although its developement is still in early stages, CXL’s potential

to transform the underlying cloud architecture has already attracted our attention.

Our research will focus primarily on the benefits of utilizing CXL to build a shared

memory system among specialized hardware (e.g., SmartNICs) and host machines to

accelerate networking.

Firstly, CXL enables coherent cache and consistent memory access between

CPUs and peripheral devices. This capability can expand the limited memory em-

bedded in specialized hardware, significantly enhancing functional scalability. For

instance, TC flower serves as a packet filter and classifier, running on the SmartNIC
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with its control plane located in the host server. In a cloud multi-tenancy architecture,

connections can expand to millions. Deploying traffic rules, which involve copying the

rules from the host server memory to the NIC memory, can consume substantial CPU

resources. Additionally, the limited size of NIC memory can restrict the ability of TC

to serve large-scale services. With CXL, a SmartNIC can directly access the host’s

large amount of memory, supporting millions of rules while eliminating the overhead

of copying rules from host memory to NIC memory. Secondly, utilizing SmartNICs

as intermediary nodes allows for the offloading of all CXL-related computations. In

the cloud, many applications that span across cores or require cooperative workloads

face the challenge of data movement between cores. To meet these needs, future

SmartNICs will be crucial in offloading data movements between containers, VMs,

accelerators, and CXL attached memory. This offloading improves core efficiency,

enforces security and access policies, and provides advanced features such as remote

atomics used for statistics and other purposes [117]. Lastly, CXL interconnects are

expected to be more efficient than traditional networks. The reason is that traditional

networking requires conversions between network protocols and the PCIe protocol.

For instance, a NIC uses PCIe to communicate with its host, but network interactions

typically use the TCP/IP software stack or RDMA. In contrast, all traffic in CXL

already travels in CXL messages with unified semantics, which should result in lower

latency and higher bandwidth. With these insights and observations, a lot of great

opportunities are already exposed to us in investigating the new cloud infrastructures

with reconfigurable, disaggregated harware.
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CHAPTER 7

CONCLUSION

In this dissertation, I have systematically explored and addressed the efficiency

and scalability challenges of container overlay networks in cloud environments. To

tackle these challenges, I made several significant and innovative contributions:

Firstly, our comprehensive performance study on multi-core systems with high-

speed network devices identified three critical parallelization bottlenecks within the

kernel network stack: (1) the lack of effective parallelization mechanism in system

kernel, preventing a single container flow from achieving high network throughput;

(2) inefficient handling of various packet processing tasks, preventing multiple con-

tainer flows from saturating a 40 Gbps network link; and (3) these issues become

more severe with small packets due to the kernel’s inability to manage a large num-

ber of interrupts, disrupting overall system efficiency. Secondly, We proposed Falcon,

a fast and balanced container networking approach which parallelizes softirq process-

ing within a single network flow. Falcon employs three key designs: softirq pipelining,

splitting, and dynamic balancing, enabling low-cost flow parallelization on multicore

machines. Our experimental results demonstrated that Falcon significantly enhances

the performance of container overlay networks, as evidenced by improvements in

both micro-benchmarks and real-world applications. Thirdly, We presented mFlow,

a novel in-kernel packet steering approach which leverages fine-grained, packet-level

parallelism by splitting packets of a single flow into multiple micro-flows and process-

ing them in parallel across multiple cores while preserving in-order packet delivery.
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Our evaluations with micro-benchmarks and applications showcased the effectiveness

of mFlow.

Through these contributions, I have demonstrated significant improvements in

the efficiency and scalability of cloud networking systems, specifically the container

overlay networks. My research provides a solid foundation for further enhancements

in cloud-based container networking, paving the way for more efficient and scalable

cloud infrastructures.
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