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Abstract 

 

Experimental and theoretical studies of fluid-solid coupling processes of tight rock media  

 

Tao Zhang, Ph.D. 

The University of Texas at Arlington 

 

Supervising Professor: Qinhong Hu 

 

This study covers the application of continuum mechanics in the realm of rock work in 

geological studies. Continuum mechanics encompasses two major branches: fluid mechanics 

that deals with fluid behavior, and solid mechanics pertaining to the behavior of rock media. 

The research focuses on comprehending the mechanical behavior of rocks as a continuous mass, 

offering a comprehensive perspective for analyzing geological structures, fluid flow, and rock 

mechanics. Under the framework of continuum mechanics applied to rock media, following 

the sequence of the rock/solid properties, fluid flow properties, and the fluid-solid coupling 

behavior, this dissertation is divided into four sections, each addressing a unique aspect of the 

subject matter stated above. 

The dissertation presents an analysis of true-triaxial hydraulic fracturing of granite samples 

for fluid-solid coupling processes during the rock failure, followed by an integrated technique 

for rapid gas permeability measurement of tight rock media. Then, this works elucidates shale 

wettability using a contrast-matching technique of Small Angle Neutron Scattering (SANS), 

investigating the heterogeneity and overturning of wettability at different pore intervals. This 
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research is significant in the field of geo-energy stewardship, which involve fluid-solid 

coupling phenomena in poromechanics, includes shale petroleum development, enhanced 

geothermal stimulation, CO2 sequestration, H2 storage, nuclear waste repository, and 

underground water management. 

 

Keywords: hydraulic fracturing; permeability; wettability; small angle neutron scattering; 

continuum mechanism
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Chapter 1: Introduction 

Continuum mechanics (Coussy, 2011) is divided into two major branches: fluid mechanics 

(Darcy, 1856) that deals with the behavior of fluids, and solid mechanics (Biot, 1935, 1941) 

that covers the behavior of solid materials. Both branches utilize the fundamental laws of 

physics, such as the conservations of mass, momentum, and energy, to describe the behavior 

of materials. In the context of rocks, continuum mechanics (Coussy, 2004) can be used to 

understand and predict the behavior of geological structures under various conditions. The 

studies presented in this dissertation primarily focus on the continuum mechanics in the field 

of tight rock (sedimentary rock with low permeability).  

Fillunger (1933) first introduced the concept of liquid-saturated porous solids in the 1910s, 

paving the way for further studies of differences between effective and general stress behaviors 

in ground samples. Building upon this concept, Terzaghi established the principles of effective 

stress in the 1920s (Terzaghi, 1923). Similar to Terzaghi's theory, Biot's theory explores the 

interaction between interstitial fluid (fluid inside of the porous media) and permeable porous 

materials in porous system after 1930s (Biot, 1941). For the fluid- solid coupling process, the 

structural properties of the porous media, the wettability and fluid-flow properties will both 

influence the poromechanics behavior. Thus, this dissertation is divided into four chapters 

(pieces of research), each addressing a unique aspect of the subject matter under the frame of 

continuum mechanics with a particular focus on the poromechanics of tight rock media.  

Chapter one investigates the fracturing behavior of enhanced geothermal systems (EGS) 

reservoirs under field-relevant temperature and stress conditions (Atkinson, 2015; Hu et al., 
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2020; Wong & Brace, 1979; Yong & Wang, 1980). Hydraulic fracturing tests on granite 

samples were conducted at different temperatures, and the results show weakening of granite 

at high temperatures. The failure pattern of grains during fracturing did not differ much at high 

and room temperatures. However, due to upscaling issues from the laboratory to field, the 

laboratory experiment will not directly provide some critical parameters needed for an EGS 

field exploration. 

Chapter two presents an integrated technique for nano-Darcy level permeability 

measurements in porous media (Cui et al., 2009; Sakhaee-Pour & Bryant, 2012; Singh & 

Javadpour, 2016), such as nano-porous mudrocks. Rigorous mathematical solutions for 

transient and slightly compressible spherical flow are developed for early- and late-time 

responses (mathematical solution in Chapter 3). The technique is applicable to different sample 

characteristics and evaluated based on essential considerations. A practical workflow of 

solution selection and data reduction for permeability determination is provided for samples 

with different permeability and porosity at various granular sizes. 

Chapter three focuses on the wetting properties in shale and their influence on fluid flow 

and mass transport (Anovitz & Cole, 2015). Using small angle neutron scattering (SANS) 

experiments and contrast-matching technique, this work employs various deuterated chemical 

liquids to quantify pore-space variation and identify wetting characteristics. The results reveal 

a complex and dynamic wettability for different ranges of pore diameters, with nanopores more 

amiable to oil than water. An antecedent contact with specific liquids can convert the initial 

wetting status and organic solvents can induce physical matrix expansion and swelling, 

resulting in changing pore size distribution. SANS method and contrast-matching technique 
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demonstrate practical utilization in understanding the interplay of pore structure and wetting 

characteristics in confined nano-pores space. 

In conclusion, this dissertation experimentally and theoretically advances the knowledge of 

the characterization and application of continuum mechanics in the field of tight rock studies. 

The findings offer valuable insights into complex rock systems, fluid flow behavior, and rock 

mechanics behavior, providing significant contributions to the understanding of porous media 

in various geological fields. 
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Chapter 2: Analyses of true-triaxial hydraulic fracturing of granite samples for geothermal 

study 

Abstract 

The fracturing behavior of enhanced geothermal systems (EGS) reservoirs merits 

investigation under field-relevant temperature and stress conditions, in order to understand the 

creation of an extensive fracture network that helps achieve a high heat exchange efficiency. 

In this work, hydraulic fracturing tests were conducted on two 300 mm-sized cubic granite 

samples at room (32oC) and field-relevant (250°C) temperatures under true triaxial 

compression conditions. The failure behavior and fracturing plane were studied using acoustic 

emission (AE) testing, μm-scale computed tomography (μm-CT), and scanning electron 

microscopy (SEM), in addition to the monitoring and analyses of pressure-flow curve during 

fracturing. The results show that: 1) at the macroscale, the strength of the granite sample was 

weakened at high (field-relevant) temperature, as shown by a decrease in the breakdown 

pressure and increase in closure pressure from the pressure-flow curve; 2) at the microscale, 

the failure pattern of grains during fracturing did not differ much at high and room temperatures 

for both intergranular and transgranular fractures; and 3) due to upscaling issues from the 

laboratory to field, however, the laboratory experiment will not directly provide some critical 

parameters (e.g., mud window pressure needed for fracture initiation and borehole failure 

avoidance) needed for an EGS field exploration.  

Published as Zhang, T., Q.H. Hu, W.Y. Chen, Y. Gao, D. Li, and X.T. Feng. 2022. Analyses of true-

triaxial hydraulic fracturing of granite samples for an enhanced geothermal system. Lithosphere, Volume 

2022, Article ID 3889566, 13 pages. DOI: 10.2113/2022/3889566. 
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2.1. Introduction 

Enhanced geothermal systems (EGS) have been promoted over the past several decades for 

their considerable potential as a renewable energy source (Entingh, 1999; Tester et al., 2006; 

Polsky et al., 2008; Lund et al., 2011; Kelkar et al., 2016;). The U.S. Department of Energy has 

recently initiated the FORGE (Frontier Observatory for Research in Geothermal Energy) 

project for the study of geothermal energy extraction from crystalline rocks, such as diorite and 

granite (Mellors et al., 2019). The EGS reservoir is created by the application of hydraulic 

stimulation, widely used for unconventional reservoir enhancement, through either hydro-

fracturing or -shearing to enable efficient heat extraction (Mackie et al., 1988; Tester et al., 

2006; Gischig and Preisig, 2015; Zhang and Hu, 2018).  

The rock failure mode and development of resulting thermal fracture networks depend on 

the original stress distribution, as well as the original natural fracture distribution. It is desirable 

to generate hydro-shearing induced from the slip with pre-existing fractures during fracturing, 

as hydro-shearing tends to generate cracks which are not easily closed (Zoback, 2010; Riahi 

and Damjanac, 2013; Gischig and Preisig, 2015). Therefore, after locating and characterizing 

the natural fractures in dry hot rocks using, for example, a formation micro-imager (FMI), it is 

important to know how to create a controllable fracture network connected to the natural 

fractures in the continuous rock mass, for the prediction of fracture expansion and connectivity 

(Feng et al., 2019; Wang et al., 2020). Developing such an understanding is difficult, but key 

in preventing lost fluid circulation (Goodman, 1981; Feng et al. 2016), premature thermal 

breakthrough (Shook, 2001; Grant and Garg, 2012; Jung, 2013), and low heat exchange 

efficiency (Jiang et al. 2014; Huang et al. 2017; Asai et al., 2019).  
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The reservoir rocks of EGS typically lie deeper than 1,000 meters and exhibit temperatures 

exceeding 100°C under field stress conditions (Olasolo et al., 2016; Pan et al., 2019). Their 

mechanical behavior at high reservoir temperatures differs from room temperature. The 

influence of temperature on brittle failure of a sample has been observed at the macroscale, 

such that a small decrease in strength occurs with an increase in temperature (Kumar, 1968; 

Perkins et al., 1970; Fischer and Paterson, 1989; Paterson and Wong, 2005; Guo et al., 2021). 

These studies have reported that the damage during brittle failure could be induced by thermal 

cracking, or even mineral melting, which can promote the transition from brittle to ductile 

behavior at high temperatures.  

At the microscale, thermal damage results in the slip or the dislocation of grain minerals at 

their boundary, induced by the difference in the thermal expansion coefficient of crystals during 

heating. This effect will cause dislocation blocking and mechanical failure of rock (Cho et al., 

2009; Atkinson, 2015). In contrast, the initiation and growth of fractures stimulated by 

hydraulic fracturing in EGS reservoirs are controlled by three different principal stresses 

(Haimson and Fairhurst, 1967; Yew and Weng, 2014; Zhao et al., 2020). However, laboratory 

experiments involving hydro-shearing of slip or dislocation, especially under true tri-axial 

pressure conditions, are difficult to simulate field/reservoir conditions in terms of sample scale 

and equipment setting. As a result, an understanding of the actual heat storage and exchange 

mechanisms in the field is limited (Park et al., 2002; Cao et al., 2016; Nadimi et al., 2019; 

Zhuang et al., 2019; Hu et al., 2020), and is mostly limited to modeling studies rather than 

laboratory experiments (Sun et al., 2017; Yao et al., 2018; Zhou et al., 2018; Wu et al., 2019). 

Since most laboratory-scale fracturing experiments have been performed at room 
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temperatures using conventional triaxial systems, where the intermediate principal stress equals 

the minimum principal stress, the laboratory research mimicking field pressure and temperature 

conditions is much needed. In this work, we present and discuss our recent studies of rock 

failure behavior during hydraulic fracturing under field stress conditions in a true-triaxial 

system for two granite samples at room- and high-temperature conditions. We employed 

acoustic emissions (AE) testing for fracture characterization during heating, as well as visual 

observations of a fluorescent tracer, thin sections, μm-Computed Tomography (CT), and 

scanning electron microscopy (SEM), to delineate the fracture networks after rock failure. We 

then discuss the difference in fracturing behaviors at both macro- and micro-scales. 

2.2. Samples and methods 

2.2.1 Sample description and methods for property characterization 

The outcrop granite sample was collected from Zhangqiu in Shandong province in China. 

The granite body expanded in northeast-southwest direction by invasion in the Mesozoic Lower 

Cretaceous (K1C1) formed at the early Yanshan second stage (Ni et al., 2013). Two granite 

samples CH (high temperature loading) and CL (room temperature loading) were used for the 

hydraulic fracturing experiments cut from a same integral body. We deem they share the same 

properties for CH and CL as they were connected with each other before cutting and their 

physical and mechanical experiment was tested once from a parallel sample of CH and CL, 

including X-ray Diffraction (XRD), thin section, and uniaxial compression test (UCS). 

The thin section sample was prepared for observing mineral structures of grains through 

regular microscopy on plain polarized and crossed polarized model, and the thin section was 
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dye-casted with a colored resin. XRD was performed on powder-sized samples at 300 mesh 

using a Bruker D8 Advance powder X-ray diffraction system. Basic rock mechanical 

parameters of the granite samples were obtained through uniaxial and Brazilian splitting 

experiments, including compression and tensile strength. The UCS was performed using 

triaxial equipment fitted through strain-stress curve for a maximum compression strength at 

400 MPa. 

2.2.2 Methodologies for true triaxial hydraulic fracturing tests 

Two cubic granite samples, each 300 mm in length and without any visible cracks, were 

used in this work for hydraulic fracturing using water. A small cylindrically-shaped hole with 

a diameter of 10 mm was drilled in the top at Position A in Fig. 1a, and this was used to install 

the impression packer (Fig. 1b) for hydraulic injection. The Teflon rubber ring of the 

impression packer in Fig. 1b was designed to endure a maximum 70 MPa failure pressure. Note 

that the diameter and roughness of the drilled hole at Position A need to be strictly controlled, 

as they are the key to a good sealing. A temperature transducer was plugged into a 5 mm-hole 

in diameter at Position C in Fig. 1c in order to monitor the sample temperature during the 

heating and fracturing process. 

The true-triaxial equipment with heating module shown in Fig. 1d was used to simulate field 

conditions. A maximum stress of 100 MPa can be applied in terms of the major (𝜎1 ), 

intermediate (𝜎2), and minor (𝜎3) principal stress separately in three different directions at up 

to 400°C, a heating module was set at the four sides (positions labelled D in Fig. 1c) and also 

the top and bottom of the sample.  
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The true-triaxial equipment was integrated with an AE monitoring system. A wave 

transmission pole at Position E in Fig. 1c was specially designed to assist with signal 

acquisition and prevent the damage of the AE transducers under high temperatures. A total of 

15 transducers were symmetrically installed at the eastern (the direction of X<0) and western 

(the direction of X>0) sides of the sample, meanwhile, the direction of Y<0 is North.  

The brittle fractures generated from rock failure are accompanied with energy release and 

AE signals through elastic waves, which can be used for fracture source locating and failure 

magnitude analysis (Lockner, 1993). An acoustic emission can be induced and monitored 

through AE equipment during the thermal heating process of rock (Wong and Brace, 1979; 

Yong and Wang, 1980); during the heating, signals normally generated after the temperature 

breaks through the thermal heating threshold, which is 60 to 70°C for granite and has no 

relationship with the heating rate (Yong and Wang, 1980). In our experiments, efforts were 

made to heat gradually up to 250°C to avoid the thermal cracking, with the heating rate strictly 

controlled at 5°C/hr and 48 hours spent in total from the 32°C during the experiment. For the 

AE system used for crack monitoring in this experiment, the acoustic signals have a sensitive 

response during the heating process. However, for large volume deformation associated with 

stress release over a short period of time, the AE transducers were unable to sensitively capture 

the released signals, and only a few AE signal points were collected instead of a complete 

signal network after removing the noisy signals; this issue is being addressed with a design of 

a new and versatile system. Thus, the AE system was mainly used for thermally induced 

cracking research in this work. 
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Fig. 1 Equipment and sample set-up of the true-axial experiment. For Fig. 1c, the hole in Position A 

is wellbore and Position C is for temperature transducer; Slab in Position D is heating module and the 

AE module has been set in Position E. For Fig. 1d, the direction of Y<0 is North, the direction of X>0 

is West, and the direction of X<0 is East. 

For samples tested in this work, the stress status of the EGS reservoir in the FORGE site 

was applied at a field-relevant temperature (at 250°C) and stress (Table 1) conditions for 

simulating the field-scale thermal conditions (Allis et al., 2019). The designed stress conditions 

in Table 1 are three principal stress which are independently and mutually orthogonal to each 

other, and the stresses were loaded at a constant rate of 0.5 MPa/s up to the designed pressure 

shown in Table 1. 
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Table 1 Stress condition loaded for samples CH and CL 

Stress and direction in Fig. 1d 𝜎1 𝜎2 𝜎3 

Applied stress 50 MPa 40 MPa 30 MPa 

Direction loaded for CH 

Direction loaded for CL 

Z-axis 

Z-axis 

Y-axis 

X-axis 

X-axis 

Y-axis 

2.2.3 Methodologies for fracture observation after failure 

The fracturing fluid was purified water mixed with fluorescing dye 7Y-B310N which has a 

similar density (1.0-1.05 g/cm3) to water and is completely miscible with water 

(http://www.tonixchem.com/detail2.asp?id=804).  

For the original hydraulic fracturing experiment, where the temperature in the true-triaxial 

equipment was set at 250°C for sample CH, the fluorescent colors cannot be observed after the 

cooling finished and the sample unloaded, as most of the fluorescent dye has been vaporized 

at a high temperature. Thus, we used the hand pump connected to the embedded impression 

packer (Fig. 1b) to re-inject the fluorescent dye for both samples CH and CL. Note that the re-

injection was performed gently to avoid the secondary damage of the failure plane that could 

complicate the observation of CT for the original failure of rock if extra artificial crack 

generated after hydraulic fracturing. 

During the experiment, the sample was fractured at a constant injection flow rate, and after 

the rock failure, the SEM and CT images were used to identify the failure behavior and the 

fracture networks. For CT studies, the sample was cut into three blocks of 300 mm  300 mm 

 100 mm vertical to the direction of wellbore, as the X-rays of the CT equipment cannot 
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penetrate the whole sample in a 300 mm-sided cube. Before the CT analyses, samples CH and 

CL were reinjected, as described above, with the fluorescent dye for crack observation.  

The CT tests were performed with a SOMATOM Definition AS CT Scanner from Siemens, 

to characterize the inner failure plane and distribution of artificial cracks. The CT has a spatial 

resolution of 0.1-1 mm for a scanning thickness of 0.4-20 mm. After cutting into 100 mm slabs 

for CT scanning, the three parts of sample CH were named as Part 1, Part 2 and Part 3 from the 

top, middle and bottom respectively, with each direction of the three blocks has been marked 

by the green letter on Fig. 2, and the north direction is consistent with the direction marked in 

Fig. 1 for Y<0. That is, from the top perspective, the northern direction pointed to the L 

orientation of the sample shown in Fig. 2. For data processing, the whole crack map was 

obtained from the 3D images provided from the CT scanning; CT data were reconstructed 

through MATLAB and RadiAnt software (https://www.radiantviewer.com/en/).  

 
Fig. 2 Position and CT scanning direction of granite sample CH. The direction of R, S, I, and L (L 

close to the north direction) will consist with the direction of the scanning results in Fig. 9, and North 

is the direction of Y<0 in Fig .1d. 
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Finally, the mineral failure behavior near the crack surface after the hydraulic fracturing for 

CH and CL were observed from SEM images, in order to make a comparison of failure behavior 

and appearance of fracture between samples CH and CL, the SEM sample was the fresh fracture 

surface without any polishing. The surface scanning of SEM was performed to observe the 

distribution of different elements using Energy Dispersive Spectrometer (EDS) on the SEM 

instrument, and in combination with the XRD data, minerals on the failure plane were identified. 

2.3. Results 

2.3.1 Mineralogical and structure properties of sample  

The two samples in this experiment are whole crystalline granite with granular and massive 

structure of sesame-grey color which cut from the integral body. The minerals of the granite 

sample are mainly plagioclase and quartz, with minor amounts of orthoclase and biotite as well 

as a small amount of clay minerals, XRD results are shown in Table 2. 

Table 2 Mineral composition of the granite 

Mineral Quartz Orthoclase Plagioclase Biotite Clays 

Percentage 16.8% 10.8% 59.2% 10.9% 2.3% 

Natural micro-fractures in granite tend to diminish its strength. However, granite's strength 

improves with a consistent grain size compared to a discrete one, as smaller crystal sizes result 

in less vitric composition. In specific, while natural micro-fractures in granite diminish its 

strength, a consistent grain size improves its strength. Smaller crystal sizes can lead to a more 

vitric composition, which might weaken the rock. This observation is particularly evident in 

intermediate to acidic granite types, and the sample used in this experiment aligns with the 
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intermediate type.  

From the polarized (upper) and crossed (bottom) photomicrographs of regular microscopy 

shown in Fig. 3, minerals in the granite sample can be observed to be discontinuous, and the 

crystals are inequigranular, as well as randomly distributed. From the polarized 

photomicrographs (two pictures at the top of Fig. 3), the shape of biotite was easily identified 

to be amorphous with colors ranging from light brown to dark brown, and its grain size is 

normally smaller than the feldspars and quartz. Plagioclase is also recognizable as it is “dirtier” 

(with more sheet structures present in grains) than quartz and orthoclase, while quartz tends to 

be in regular column. From the crossed photomicrographs (two pictures at the bottom of Fig. 

3), it is clearly shown that minerals overlap with each other with hypidiomorphic texture (i.e., 

no fixed shape). Besides, almost no pores can be observed in the granite sample, indicative of 

ultra-low porosity and small pore size of the sample. 
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Fig. 3 Plain polarized (upper) and crossed polarized (bottom) photomicrographs of granite sample 

used in the experiments; Areas (a-1 & a-2) and (b-1 & b-2) are the same region in each case. 

2.3.2 Rock mechanical properties  

The rock mechanical properties of the parallel sample of CH and CL have been measured 

using UCS, and the results compiled in Table 3, where σ and τ are normal stress and tensile 

stress when failing in Fig. 4c, μ is the coefficient of internal friction, θ is the angle between the 

normal of fracture surface and σ1. The tensile stress is used to calculate the failure pressure of 

hydraulic fracturing in Section 2.5.2.1. The rock failure pattern in the uniaxial experiments is 

the typical conjugate shear plane shown as in Fig. 4c. From the stress-strain curve in Fig. 5, 

there is a four-stage failure process that includes Stage Ⅰ (compression stage), Stage Ⅱ (linear 

elastic deformation stage), Stage III (stable deformation stage) and Stage Ⅳ (unstable 
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deformation stage). Notably, the sample used is of typically brittle nature, as the total 

volumetric strain V is less than 0.3, and the dilatancy between line V and line Ve generated in 

Stage ІⅡ is less than 0.04.  

 

Fig. 4 UCS experiment (a)-(c) and the Brazilian splitting test (d). 

 

Fig. 5 Stress and strain curve of UCS experiment. 

Table 3 Mechanical properties of granite sample 
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UCS 

(MPa) 

E-

modulus 

(GPa) 

Poisson’s 

ratio 

Tensile 

strength 

(MPa) 

Density 

(g/cm3) 

σ(MPa) Τ 

(MPa) 

μ θ 

201.18 41.09 0.18 10.7  2.61  50.3  87.0  1.40 60.26° 

2.4. Thermal behavior and hydraulic properties of samples   

2.4.1 Monitoring of the thermal behavior of the granite sample during heating  

From Fig. 6, the captured AE signals indicate that some thermal cracks appeared during the 

heating process for the sample heated to 250°C. Two fracturing zones appeared along Line A 

and Line B of the tested sample, and the signal zones were mainly concentrated at the northern 

sides for Y=0 of the sample (shown in Fig. 6) and more concentrated at Zone A. The axis of X, 

Y, and Z in Fig. 6 is the same as those marked in Fig. 1d. Zone A cracking was initiated at the 

bottom sides of the borehole and extended towards the origin (X, Y, Z = 0); Zone B was also 

initiated at the bottom of borehole but extended in the direction of X=240, Y=0, and Z=0. For 

granite, when the thermally induced expansion stress of minerals exceeds the compression 

stress loaded on the sample, micro-fissures and cracks will converge together and come into 

macroscopic scale under a temperature gradient. For sample CH, as observed in Fig. 2, the 

mineral distribution is non-uniform, and most minerals are inequigranular with hypidiomorphic 

texture which may cause stress concentration during the heating, owning to the anisotropy of 

thermal expansion between each mineral and fluid inclusion. Sample CH had only four major 

types of minerals except for clays (2.3% in the sample we used; clays are easier to crack than 

mineral grains at low temperatures), however, the thermally induced cracks cannot be ignored 

as they may induce predominant fracturing channels and promote the failure process of rock 

during fracturing. Even though there were no extensive AE signals in other areas except for 
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Zones A and B, a single crack would be enough to accelerate the sample failure.  

 

Fig. 6 AE signals during the heating process. The axis of X, Y, and Z is consistent with the 

direction marked in Fig. 1d. 

2.4.2 Granite failure during fracturing 

Figs. 7a-7b show the relationship between injection pressure and fluid flow used under 

different temperature conditions during the fracturing process, and the experiment for sample 

CH was conducted at 250°C and the sample CL was conducted at 32°C. The pressure-flow 

curve for two samples is divided into three stages, Stages Ⅰ, Ⅱ and Ⅲ (as shown in Fig. 7a-7b) 

based on the fracturing behavior of pressure, while Stages Ⅰ is pre-fracturing period, Stages Ⅱ 

is propagation period, and Stages Ⅲ is post-fracturing period.  

For sample CH (shown in Fig. 7a), in Stage Ⅰ, fluid was smoothly injected into the empty 

pipe system for hundreds of seconds before the total void volume of the pipe and borehole was 

filled. Proceeding to Stage Ⅱ, fractures began to propagate after the void volume of the pipe 

system was nearly fully saturated, and a sharp linear rise of pressure appeared to indicate that 
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the fluid began to be injected into the sample through connected pores. The sharp rise stage of 

pressure sustained for about 35 s, then the sample failed when the pore pressure was raised to 

13.1 MPa (the breakdown pressure). After the sample failure, the fluid pump was still opened 

for 35 s in Stage Ⅱ, and around 35.8 mL (volumes at point C minus point A) of fluid was 

consumed in this stage. Continuing to Stage Ⅲ, the pump was closed, however, the hydrostatic 

pressure did not decrease to zero, as a part of the injected fluid has been stored in the pore or 

crack systems in such high effective pressure and could not be released smoothly; therefore, 

the pressure maintained at 6.4 MPa.  

For sample CL, in Stage Ⅱ, we did not change the injection rate, which was still maintained 

at 15 mL/min as in Stage Ⅰ; meanwhile, the loaded confining pressure for sample CL was the 

same as sample CH at 50 MPa, 40 MPa, and 30 MPa. At the injection rate of 15 mL/min, the 

sharp rise stage of pressure curve was much longer for sample CL (50 sec) than sample CH (35 

sec) and around 14.9 mL (Point C minus Point A) of fluid was consumed in Stage Ⅱ, which is 

less than half of the case for sample CH. Meanwhile, after the failure of sample CL, the 

injection pump was still operated in Stage Ⅲ, and even the pump was closed, the pressure was 

maintained at 1.6 MPa for Equilibration in stage Ⅲ. 
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Fig. 7a Relationship between flow and pressure of sample CH under 250°C during hydraulic 

fracturing. 

 
Fig. 7b Relationship between flow and pressure of sample CL at 32°C during hydraulic fracturing. 

2.4.3. Description of fracturing system after rock failure 

2.4.3.1 Reinjection of the fluorescent dye  
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After the re-injection of sample CH, it can be noticed that a part of the fluorescent dye 

flowed out at the floor, and some visible cracks can be observed on the sidewall, which means 

that fractures formed from the borehole are connected to the sample surface, meanwhile, those 

visible cracks on the surface have been remarked by the blue line in Fig. 8. Three axes marked 

on Fig. 8 were consistent with the directions marked in Fig. 1. For sample CH, there were three 

apparent surface cracks to appear at the eastern sides which nearly parallel to the Z-axes. 

Meanwhile, some cracks appeared near the bottom of the sample as a huge amount of 

fluorescent dye flowed out from the bottom, and the interior cracks were also observed from 

subsequent CT scanning. Sample CL roughly shared a same failure pattern as CH, however, 

the fractures in CL were more complex as they extended to both southern (X-Z surface on the 

southern side) and western (Z-Y surface on the western side) surface (shown in Fig. 8b). The 

surface crack behavior will be investigated with the inside crack again through the 3D CT 

characterization. 

  

Fig. 8 Observed fractures on samples after hydraulic fracturing through the re-injection of 

fluorescent dye for sample CH in (a) and CL in (b); the black line in (b) shows the mineral structure in 

sample CL. 
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2.4.3.2 3D characterization of fractures   

The 3D CT results were consistent with the observation from the appearance of fluorescent 

dye on the sample surface, that the failure plane has run through the sample and extended to 

the bottom side. The cracks after hydraulic fracturing were visible on the surface at mm-scales, 

then the fracturing network was compatible with the CT images and shown a good resolution 

in the 3D characterization. 

The hydraulic fractures from CT scans are shown in Fig. 9. The upper (Part 1), middle (Part 

2), and bottom (Part 3) parts of sample CH are all shown in lateral, top, and 3D perspectives, 

respectively. The profile position of the top perspective is marked by the yellow line in the 

images of lateral perspective, respectively in the upper, middle, and bottom parts. For the upper 

part of sample CH (Part 1), only a few fine (~0.1 mm resolution of CT scans) cracks can be 

observed in both samples of CH and CL either from the top perspective or the lateral 

perspective. Meanwhile, the whole impression packer (about 10 cm) was inserted into Part 1 

which has not been taken out during CT scanning, thus the crack signals were interfered from 

the metal impression packer for the upper part of sample.  

As for the middle part (Part 2) of samples CH and CL, the amounts of cracks appeared to be 

mainly distributed in the middle of both samples and paralleled to the east-west direction near 

the bottom. It was obvious that, in the lateral perspective, cracks were inclined to initiate from 

the bottom of the borehole, paralleling to the Z-axes, and go through Part 2 and further extend 

to Part 3. Cracks in Part 2 were slender for both samples as signals in 3D tomography are vague, 

however, from the lateral perspective, it is clear that the generated cracks in Part 2 for sample 

CL were more concentrated than sample CH.  
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For the bottom part (Part 3), more clear signals were captured for both samples of CH and 

CL. In this part, fine cracks finally converged to a single plane with a greater width, which is 

shown with a better resolution. The failure plane in sample CH is nearly parallel to the Y-axes 

with an angle of 30°and vertical to the X-Y plane, however, the failure plane in sample CL is 

parallel to X-axes but also vertical to the X-Y plane. 

From those images captured from CT tests, it is clear that the main failure plane was 

generated from the borehole bottom with several cracks and finally converged into a single 

plane. As mentioned, the Z-axis was the maximum stress direction applied with 50 MPa, and 

the X-axis is the minimum stress direction applied for CH while Y-axis is the minimum stress 

direction applied for CL. Thus, from the middle to the bottom of the sample, the failure plane 

was always parallel to the maximum stress direction, however, for 300 mm cubic granite 

samples, though the difference of horizontal stress conditions was up to 10 MPa for both CH 

and CL, the failure plan has shown different behaviors that the failure plane in CH was 

presented in 30 degrees with the minimum stress direction while the failure plane in CL was 

totally vertical to the minimum stress. 
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Fig. 9 3D tomographs of three parts of sample CH (a) and CL (b). 

2.5. Thermal effects & indoor experimental indication for field development  

2.5.1 Thermal effects on sample failure during hydraulic fracturing  
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2.5.1.1 Failure comparison for high- and room-temperature conditions 

In this work, samples CH and CL are typical brittle rocks, as shown from the UCS 

experiment in Section 2.2.2. Some thermal effects, with associated decreasing strength, on rock 

failure appeared from the analysis of hydraulic fracturing pressure-flow curve, which has also 

been verified from the AE and CT results. Key parameters during fracturing of Fig. 7 are 

presented in Table 4.  

Table 4 Key parameters of pressure-flow curve during fracturing 

Sample Failure 

pressure 

(MPa) 

Closure 

pressure 

(MPa) 

Flow 

of A-B 

(mL) 

Flow 

of A-C 

(mL) 

Flow 

of B-C 

(mL) 

Time 

of A-

B (s) 

Time 

of A-

C (s) 

Time 

of B-

C (s) 

Flow rate 

in Stage Ⅱ 

(mL/min) 

CH 13.1 6.4 18.3 35.8 17.5 35 72 36 30 

CL 15.2 1.6 12 14.9 2.9 50 58 10 15 

Initially, during Stage Ⅱ, the strength of the sample subjected to high temperature fracturing 

(13.1 MPa) was lower than that of the room-temperature sample (15.2 MPa). Conversely, in 

Stage Ⅲ, the closure pressure of the high-temperature sample (6.4 MPa) exceeded that of the 

sample at 32°C (1.6 MPa). That is, under high temperature conditions, the sample was easier 

to be broken during fracturing, it was also easier to be closed after the pump closed, which 

shows a weakened tensile or shear strength, and also a lower Young’s modulus (therefore, 

easier to be deformed under certain confining pressure) than sample under room-temperature 

environment. Secondly, as mentioned, two signal zone appeared in Fig. 3; however, to our 

surprise, the CT observations in Fig. 7a (especially in Part 3) show that the main failure plane 

coincided with Zone B instead of Zone A, even though more thermal signals appeared from 

AE monitoring in Zones A than B. The heating rate did not have a significant impact on the 

thermal damage, but the thermal effect is still irreversible to have potential effects on rock 
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failure as they may cause a weak structure and potentially preferential failure plane during 

fracturing (Wong and Brace, 1979; Freire-Lista et al., 2016). 

Meanwhile, except for the thermal cracking, during the coupled process of injecting the cold 

fluid into the hot granite sample of CH, the heat expansion and cold shrinking phenomenon 

would accelerate the failure and weaken the extension strength of granite sample. The 

temperature difference between the fluid and the sample can induce stress concentration and 

cause mineral crystals to shrink. Notably, after water was injected into the pipe to make contact 

with the heated sample, the liquid water existed in a subcritical state. Furthermore, a larger 

volume of water was used for the sample under high temperature (18.3 mL) compared to the 

one at 32°C (12.0 mL) to reach the peak pore pressure in Stage Ⅱ. Though the flow rate for 

sample CH doubled from 15 mL/min to 30 mL/min; however, time in each stage in Fig. 7 for 

CH (shown as in Table 4) were still greater than or even double than time used for sample CL. 

Meanwhile, as the subcritical water has lower viscosity and surface tension than water in 32°C, 

subcritical water may move farther away than liquid to microfractures or weaken rock surface, 

to cause stress concentration at the tip of fine nature cracks in rock to exceed the stress intensity 

factor of rock. However, after the pump was turned off, the closure pressure for CH in Stage 

Ⅲ had been maintained at a constant value without any supplementary injection, which showed 

that the subcritical water was also easily trapped in fractures and cannot escape easily, as the 

closure pressure for CH was higher than CL. 

2.5.1.2 Micro-scale observations of failure plane 

In Fig. 10, the left-side six pictures were from CH while the right-side six pictures were 
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from CL, and the colored four pictures were the distribution of typical elements of Na and K. 

Fig. 10a-c were magnified 200 times from the image in Fig. 10 (CH), and Fig. 10d-f were 

magnified 200 times from the image in Fig. 10 (CL). These enlarged areas were marked by the 

rectangular region, and the identified minerals were marked on the picture as well.  

 

Fig. 10 SEM-observed failure surface where CH for a-c marked by red color and CL for d-f 

marked by white color. 

Several failure features can be observed from Fig. 10. Firstly, the failure plane of different 

minerals is different from each other. The rupture surface of quartz is smoother than plagioclase, 

while plagioclase is also smoother than orthoclase. For orthoclase, the surface is wrinkled with 

fine cracks without a regular arrangement, while the texture on the rupture surface for 

plagioclase obey to one direction. Secondly, the same minerals in samples CH and CL share 

roughly the same failure pattern of minerals which did not change obviously under 250°C for 

sample CH. At macroscales, the high temperature tends to promote the brittle-ductile transition 

of granite sample during the deformation, while at microscales, the failure model of mineral 
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crystals inclines to be changed from transgranular to intergranular fractures. The transgranular 

fracture resembles the rupture surfaces of Fig. 10c and Fig. 10e, where grain boundaries are 

discernible. However, these surfaces are relatively smooth, lacking the pronounced texture seen 

in Fig. 10d. The transgranular fracture resembles the ruptured surfaces of Fig. 10c and Fig. 10e, 

where grain boundaries are discernible. Regarding the microscale failure pattern, we did not 

discern a noticeable thermal effect on sample CH. Both CH and CL exhibited the same failure 

model on each mineral grain, and they also displayed similar crack densities, as illustrated in 

Fig. 10.  

2.5.2 Insights of laboratory hydraulic fracturing experiment for field development  

2.5.2.1 Fracture initiation and containment 

For rock fracture mechanics, mature empirical and theoretical understandings have been 

developed in these two aspects of fracture initiation and containment. Among these empirical 

criteria, the Mohr-Coulomb criterion is extensively employed to predict rock properties and to 

determine the failure patterns of rocks at macroscales., however, this mechanism assumed that 

the intermediate principal stress has no relation with the final failure pattern and strength. For 

theoretical criterion, Griffith (1921) proposed the brittle failure criterion of materials from the 

standpoint of energy and in combination with the thermodynamics, which has been further 

developed into non-linear and ductile failure model (Irwin, 1957; Rice, 1968; Dugdale, 1960; 

Barenblatt, 1962). Notably, the theory of Griffith was developed from the failure of single 

fracture at microscales, however, the angle of crack predicted by the Griffith theory is well 

consistent with the failure plane predicted by Mohr-Coulomb criterion (Brace, 1960). For 



 

30 

 

hydraulic fracturing, fluid exists in the pores of rocks, and the deformation and failure would 

be controlled both by fluid pressure and stress conditions, so the well-known practical 

mechanism for fracture initiation and extension has been deducted from the porous elastic 

theory as Eq. (1) (Haimson and Fairhurst, 1967).  

𝑃1 = 3𝜎𝐻𝑚𝑎𝑥 − 𝜎𝐻𝑚𝑖𝑛 + 𝑇 (1) 

where 𝜎𝐻𝑚𝑎𝑥 is the maximum horizontal stress, 𝜎𝐻𝑚𝑖𝑛 is the minimum horizontal stress, and 

𝑇 is the tensile strength of rock. 

The confining pressure condition applied in our experiments conforms to the typical normal 

faulting situation that the vertical stress (Sv) in Z-axes is the maximum stress applied on sample 

based on the classification of Anderson faulting theory (Anderson, 1905). Since the minimum 

stress condition wasn't applied in the Z-axes direction, horizontal fractures didn't form. 

Consequently, the failure planes were roughly parallel to the least principal stress and 

approximately perpendicular to the minimum horizontal stress (Anderson, 1905). As discussed 

in Section 3.3.2, the screenshot of the 3D tomography picture (the green picture in Fig. 9) for 

both samples CH and CL were given from the top view, and the failure plane shown were 

roughly parallel to the Z-axis (the maximum principal stress direction) and roughly vertical to 

the minimum stress for both samples of CH and CL. As observed from Section 2.3.3.2, the 

failure plane conformed to Anderson’s theory that fractures are always parallel to the maximum 

stress direction and roughly vertical to the minimum stress direction. 

The strength contrast from weak interface is the most essential factor to suppress the growth 

height of fracture, which was both observed from laboratory experiments (El Rabaa, 1987; 
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Jeffrey et al., 2009; Figueiredo et al., 2017) and simulation work (Dontsov and Peirce, 2015). 

The stress difference among three principal stresses is still the most important factor to control 

the fracture growth. As depicted in Fig. 8, a visible mineral structure, 1 mm in width, is evident 

on sample CL. However, this structure did not alter the inclination of the failure plane, as the 

final fracture surface extended across the structure to the sample's edge. 

2.5.2.2 Sample size effects and influence of fluid leak-off 

The laboratory experiments cannot fully simulate the engineered fracturing activities 

owning to the size effect which cannot provide sufficient fluid leak-off behaviors in the field 

(Yew and Weng, 2014). During field activities, the pumping fluid escapes from the hydro-

fractures into the adjacent formation. This penetration into the rock creates new fractures on a 

circular surface, leading to a decrease in rock pressure. Fractures can be induced from hydro-

fracturing or hydro-shearing, with tensile breaking or slip-on small pre-existing faults 

(Zimmermann et al., 2009; Zoback, 2010). A typical fracturing leak-off curve in field 

conditions is given in Fig. 11 with a constant flow rate, comparing with the laboratory 

fracturing curves of Fig. 7a-b.  

For the laboratory experiments in Figs. 7a-7b, the pressure-flow curve is much more 

“concise”, especially in Stage Ⅲ, the multiple stage phenomenon did not manifest as depicted 

in Fig. 11, following the FBP (formation breakdown pressure, also defined in Fig. 11). The first 

difference for laboratory and field leak-off experiments is that, before pressure comes to the 

breakdown pressure of FBP, the slope of pressure line changed after point LOP (leak-off point) 

for the field experiments, which means that more deformation and a possible leak-off occurred 
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before reaching the breakdown pressure. This phenomenon is more like the uniaxial 

compression test that the deformation evolves from the elastic deformation to stable 

development of cracks before rock failure. However, in our experiments with both CH and CL 

samples, changes in the slope before breakdown were not observed. The deformation of the 

granite remained uniform until reaching Point B in Fig. 7. 

 
Fig. 11 Pressure vs. time (volume) during mini-frac or extended leak-off tests (Gaarenstroom et al., 

1993; Zoback, 2010). 

Secondly, the instantaneous shut-in pressure (ISIP) in Fig. 11 does not equal to its fracture 

propagation pressure (FPP), as the FPP is the sum of the minimum stress pressure and the 

pressure induced from the fluid viscosity in reservoirs. When fracturing in the field breakdown, 

as shown in Fig. 11, the ISIP is equal to its minimum stress applied after the pump is closed 

instantaneously, a few moments later the final and stable fracture closure pressure (FCP) 

appeared, which is lower than ISIP. However, for the laboratory experiments, no matter under 

high- or room-temperature environment, when pressure comes to its breakdown pressure of 
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Point B, the pressure will decrease sharply just to the stable value (the post-failure pressure) 

and will not change anymore. That is, for the laboratory experiments, after the propagation 

finishes, no matter the pump is closed or not, the pressure just becomes a final and stable value 

(the closure pressure of FCP as the threshold value). The over threshold pressure will be 

released, and for pressure under FCP, its value will be maintained. As the FPP has just become 

the FCP owing to the existence of fluid leak-off for the laboratory-scale experiments in Fig. 

7a-b, the laboratory-scale experiment is difficult to provide mud window pressure of FPP 

needed for field development (Aghajanpour et al., 2017). Meanwhile, the higher loading 

pressure will induce higher closure pressure for FCP. This can be determined from the 

relationship between pressure and flow rate, as the pressure vs. the square root of time can be 

the linear decay curve (Zoback, 2010). 

When reaching to the fracture propagation stage during fracturing, the sample size effect 

brings significant influence on laboratory experiments, especially on post-failure behavior. A 

larger sample ensures not only the observation of failure but also the degradation of rock during 

the post-failure stage. However, samples for laboratory hydraulic fracturing experiments are 

typically less than 1 m3. Even in this experiment, what is considered a relatively larger sample, 

having a cubic form with each side measuring 30 cm, was used. In this research, the loss of 

circulation appeared obviously both for samples CH and CL, and after the fracture was formed 

from the borehole to the sample edge, the pumping liquid was leaked-off easily since there was 

not much geo-reservoir zone need to be fractured. For laboratory experiments, the leak-off 

behavior for sample CH and sample CL was also different, as water in samples CH and CL 

were at different phases.  
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2.6. Conclusions 

True triaxial hydraulic fracturing tests were performed by using granite samples both in 

32°C (for sample CL) and high temperature (for sample CH) up to 250°C. Lithologic and 

mechanical properties of samples were analyzed to help the interpretation of fracturing 

experiments, where the difference in failure curve and cracking pattern was observed between 

CH and CL.  

The research found that (1) for brittle granite used in this study, the strength of sample under 

high temperature decreased shown in a lower break down pressure (point B in Fig. 6) and 

higher closure pressure (pressure in Stage Ⅲ in Fig. 6) during hydraulic fracturing; (2) however, 

we did not observe a huge difference of fracturing failure pattern of mineral grains at 

microscales, samples exhibited transgranular fractures at both high and room temperatures; (3) 

the orientation of fractures during hydraulic fracturing was controlled by the stress conditions; 

(4) the sample size effect used under laboratory-scale experiments cannot be ignored as they 

are difficult to provide the realistic parameters needed for field studies such as strata stress 

condition and mud window pressure. 
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Chapter 3: An integrated technique for rapid gas permeability measurement of tight rock 

media 

Abstract  

Nano-darcy level permeability measurements of porous media, such as nano-porous 

mudrocks, are frequently conducted with gas invasion methods into granular-sized samples 

with short diffusion lengths and thereby reduced experimental duration; however, these 

methods lack rigorous solutions and standardized experimental procedures. For the first time, 

we resolve this by providing an integrated technique (termed as gas permeability technique) 

with coupled theoretical development, experimental procedures, and data interpretation 

workflow. Three exact mathematical solutions for transient and slightly compressible spherical 

flow, along with their asymptotic solutions, are developed for early- and late-time responses. 

Critically, one late-time solution is for an ultra-small gas-invadable volume, important for a 

wide range of practical usages. Developed as applicable to different sample characteristics 

(permeability, porosity, and mass) in relation to the storage capacity of experimental systems, 

these three solutions are evaluated from essential considerations of error difference between 

exact and approximate solutions, optimal experimental conditions, and experimental 

demonstration of mudrocks and molecular-sieve samples. Moreover, a practical workflow of 

solution selection and data reduction to determine permeability is presented by considering 

samples with different permeability and porosity under various granular sizes. Overall, this 

work establishes a rigorous, theory-based, rapid, and versatile gas permeability measurement 

technique for tight media at sub-nano Darcy levels.  
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Highlights 

• An integrated (both theory and experiments) gas permeability technique (GPT) is presented. 

• Exact and approximate solutions for three cases are developed with error discussion. 

• Conditions of each mathematical solution are highlighted for critical parameters.  

• Essential experimental methodologies and data processing procedures are provided and 

evaluated.  
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3.1. Introduction 

Shales, crystalline, and salt rocks with low permeabilities (e.g., <10-17 m2 or 10 micro-

darcies μD) are critical components to numerous subsurface studies. Notable examples are the 

remediation of contaminated sites(Neuzil, 1986; Yang et al., 2015), long-term performance of 

high-level nuclear waste repositories (Kim et al., 2011; Neuzil, 2013), enhanced geothermal 

systems (Huenges, 2016; Zhang & Hu et al., 2021c), efficient development of unconventional 

oil and gas resources (Hu et al., 2015b; Javadpour, 2009), long-term sealing for carbon 

utilization and storage (Fakher et al., 2020; Khosrokhavar, 2016), and high-volume and 

effective gas (hydrogen) storage (Liu et al., 2015; Tarkowski, 2019). For fractured rocks, the 

accurate characterization of rock matrix and its permeability is also critical for evaluating the 

effectiveness of low-permeability media, particularly when transport is dominated by slow 

processes like diffusion (Ghanbarian et al., 2016; Hu et al., 2012). 

  Standard permeability test procedures in both steady-state and pulse-decay methods use 

consolidated cm-sized core-plug samples, which may contain fractures and show dual- or 

triple-porosity characteristics (Abdassah & Ershaghi, 1986; Bibby, 1981). The overall 

permeability may therefore be controlled by a few bedding-oriented or cross-cutting fractures, 

even if experiments are conducted at reservoir pressures (Bock et al., 2010; Gensterblum et al., 

2015b; Gutierrez et al., 2000; Luffel et al., 1993). Fractures might be naturally- or artificially-

induced (e.g., created during sample processing), which makes a comparison of permeability 

results among different samples difficult (Heller et al., 2014). Hence, methods for measuring 

the matrix (non-fractured) permeability in tight media, with a practical necessity of using 

granular samples, have attracted much attention to eliminate the sides effect of fractures (Civan 
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et al., 2013; Egermann et al., 2005; Heller et al., 2014; Wu et al., 2020; J. J. Zhang et al., 2020). 

A GRI (Gas Research Institute) method was developed by Luffel et al. (1993) and followed 

by Guidry et al. (1996) to measure the matrix permeability of crushed mudrocks (Guidry et al., 

1996; Luffel et al., 1993). Such a method makes permeability measurement feasible in tight 

and ultra-tight rocks (with permeability < 10-20 m2 or 10 nano-dcarcies, nD), particularly when 

permeability is close to the detection limit of the pulse-decay approach on core plugs at ~10 

nD (e.g., using commercial instrument of PoroPDP-200 of CoreLab). In the GRI method, 

helium may be used as the testing fluid to determine permeability on crushed samples at 

different sample sizes (e.g., within the 10-60 mesh range, which is from 0.67 mm to 2.03 mm). 

The limited mesh size of 20-35 (500-841 μm in diameter) was recommended in earlier works, 

which has led to the colloquial names of "the GRI method/size" in the literature (Cui et al., 

2009; Kim et al., 2015; Peng & Loucks, 2016; Profice et al., 2012). However, Luffel et al. 

(Guidry et al., 1996; Luffel et al., 1993) did not document the processing methodologies needed 

to derive the permeability from experimental data from such a GRI method. That is, there are 

neither standard experimental procedures for interpreting gas pulse-decay data in crushed rock 

samples nor detailed mathematical solutions available for data processing in the literature (Kim 

et al., 2015; Peng & Loucks, 2016; Profice et al., 2012). In this work, we achieve to: (1) develop 

mathematical solutions to interpret gas pulse-decay data in crushed rock samples without 

published algorithm available as this method shares different constitutive phenomena to the 

traditional pulse-decay method for core plug samples in Cartesian coordinates; and (2) present 

associated experimental methodology to measure permeability, reliably and reproducibly, in 

tight and ultra-tight granular media. 



 

45 

 

We first derive the constitutive equations for gas transport in granular (unconsolidated or 

crushed rock) samples. Specifically, we develop three mathematical solutions which cover 

different experimental situations and sample properties. As each solution shows its own pros 

and cons, we then in detail present the error analyses for the derived exact and approximate 

solutions and discuss their applicable requirements and parameter recommendation for 

practical usages. This work aims to fill the knowledge gap of the granular rock (matrix) 

permeability measurement and follow-on literature by establishing an integrated methodology 

for reproducible measurements of nD-level permeability in tight rock media. 

3.2. Mathematical solutions for gas permeability of granular samples  

For a compressible fluid under unsteady-state conditions, flow in a porous medium can be 

expressed by the mass conservation equation: 

𝜕𝑝

𝜕𝑡
+ 𝛻 · (𝜌𝑣) = 0 (1A) 

 where 𝑝 is the pressure, 𝑡 is the time, 𝜌 is the fluid density, and 𝑣 is the Darcy velocity. 

In continuity equations derived for gas flow in porous media, permeability can be treated as a 

function of pressure through the ideal gas law. Constitutive equations are commonly 

established for a small pressure variation to avoid the non-linearity of gas (the liquid density to 

be a constant) and to ensure that pressure would be the only unknown parameter (Haskett et al., 

1988). For spherical coordinates of fluid flow in porous media, assuming flow along the radial 

direction of each spherical solid grain, Eq. (1A) becomes 

𝜕𝑝

𝜕𝑡
𝜙 =

1

𝑐𝑡

𝑘

𝜇𝑟2
𝜕

𝜕𝑟
(𝑟2

𝜕𝑝

𝜕𝑟
) (1B) 
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The gas compressibility 𝑐𝑡 is given by  

𝑐𝑡 =
1

𝜌

𝑑 𝜌

𝑑 𝑝
=
1

𝑝
−
1

𝑧

𝑑 𝑧

𝑑 𝑝
(1C) 

In Eqs. (1B) and (1C), 𝜙 and 𝑘 are sample porosity and permeability, 𝑟 is the migration 

distance of fluid, 𝜇 is the fluid viscosity, and 𝑧 is the gas deviation (compressibility) factor and 

is constant.  

To correct for the non-ideality of the probing gas, we treat gas density as a function of 

pressure and establish a relationship between the density and the permeability through a 

pseudo-pressure variable (given in the 1st part of Supplemental Information SI1). Detailed steps 

for deriving mathematical solutions for the GPT can be found in SI2, based on heat transfer 

studies (Carslaw & Jaeger, 1959). The Laplace transform, in combination with the Bessel 

equation, is an efficient tool for solving gas transport in granular samples with low 

permeabilities, as applied in this study. Alternatively, other approaches, such as the Fourier 

analysis, Sturm-Liouville method, or Volterra integral equation of the second form may be used 

(Carslaw & Jaeger, 1959; Haggerty & Gorelick, 1995; Ruthven, 1984).  

We applied dimensional variables to derive the constitutive equation given in Eq. (S10) for 

which the initial and boundary conditions are  

𝜕2𝑈𝑠
𝜕𝜉2

+ 𝑠2𝑈𝑠 = 0|
𝑈𝑠=0,𝜉=0

(2A) 

𝛼2(𝑈𝑠 − 1) =
3

𝐾𝑐
(
𝜕𝑈𝑠
𝜕𝜉

−
𝑈𝑠
𝜉
)|
𝜉=1

(2B) 

where 𝑈𝑠 and 𝜉 represent the dimensionless values of gas density and sample scale, and 𝑠 is 
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the transformed Heaviside operator. 𝛼 in Eq. (2B) is determined by solving Eq. (S30) for its 

root. 𝐾𝑐 in Eq. (1E) is a critical parameter that represents the volumetric ratio of the total void 

volume of the sample cell to the pore volume of the porous samples. It is similar to the storage 

capacity, controlling the acceptable measurement range of permeability and decay time, in the 

pulse-decay method proposed by Brace et al. (1968). 

The fractional gas transfer for the internal (limited 𝐾𝑐 value) and external (infinite 𝐾𝑐 value) 

gas transfer of sample is given by  

𝐹𝑓 = 1 − 6∑
𝐾𝑐(1 + 𝐾𝑐)𝑒

−𝛼𝑛
2𝜏

9(𝐾𝑐 + 1) + 𝛼𝑛2𝐾𝑐
2

∞

𝑛=1

(2C) 

𝐹𝑠 = 1 −
6

𝜋2
∑

𝑒−(𝑛𝜋)
2𝜏

𝑛2

∞

𝑛=1

(2D) 

where 𝐹𝑓 and 𝐹𝑠 represent the uptake rate of gas outside and inside the sample separately as 

a dimensionless parameter, and 𝜏  is the Fourier number of dimensionless time. Three 

approximate solutions of the transport coefficient based on Eqs. (2C) and (2D) for various 

conditions are presented below. 

The late-time solution to Eq. (2C) for a limited 𝐾𝑐 value (called LLT hereafter) is  

𝑘 =
𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠1

𝛼12
(3A) 

The late-time solution to Eq. (2D) when 𝐾𝑐 tends to infinity (ILT hereafter) is   

𝑘 =
𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠2

𝜋2
(3B) 

The early-time solution to Eq. (2D) when 𝐾𝑐 approaches infinity (IET hereafter) is   
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𝑘 =
𝜋𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠3

36
(3C) 

 In Eq. (3), 𝑅𝑎  is the particle diameter of a sample, and 𝑠1 , 𝑠2 , and 𝑠3  are the three 

exponents that may be determined from the slopes of data on double logarithmic plots. Table 

1 summarizes Eqs. (3A) to (3C) and conditions under which such approximate solutions would 

be valid. 
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Table 1. Solutions schematic with difference 𝐾𝑐  and 𝜏 values 

Parameter Symbol Remarks 

Volume fraction§ 𝐾𝑐  Limited value for 𝐾𝑐 < 10 Infinity value for 𝐾𝑐  > 10 

Exact. Density fraction£ 𝐹 𝐹𝑓 𝐹𝑠 

Approx. Solution of 

Density fraction* 
Eqs. (3A-3B) Eq. (3A) (LLT) Eq. (3C) (IET) Eq. (3B) ) (ILT) 

Available Dimensionless 

time for Approx. solution 
𝜏 

Late-time solution  

𝜏 > 0.024 

Early-time solution 

𝜏 < 0.024 

Late-time solution 

𝜏 > 0.024 

§ It defines as the volumetric ratio of the total void volume of the sample cell to the pore volume of the porous samples, 

the classification between the limited and infinity value is proposed as 50 with the following analyses. 
£ The original constitutive equation for different 𝐾𝑐 value. 
* Eqs. (3A-3C) are three approximate solutions of density faction function 𝐹.  

  Base on diffusion phenomenology, Cui et al. (2009) presented two mathematical solutions 

similar to our Eqs. (3A) and (3C). In the work of Cui et al. (2009), however, the lack of detailed 

analyses of 𝜏 and  𝐾𝑐 in the constitutive equations may deter the practical application of Eq. 

(3B), which is unable to cover an experimental condition of small sample mass with a greater 

𝜏 (further analyzed in section 3.3). In addition to that, Cui et al. (2009) did not comprehensively 

assess practical applications of their two solutions, which is addressed in this study. Hereafter, 

we refer to the developed mathematical and experimental, gas-permeability-measurement 

approach holistically as gas permeability technique (GPT). 

3.3. Practical usages of algorithms for the GPT  

As aforementioned, mathematical solutions given in Eqs. (3A) and (3B) were deduced based 

on different values of 𝐾𝑐  and 𝜏 as shown in the SI2. This means each solution holds only under 

specific experimental conditions, which are mostly determined by the permeability, porosity, 

and mass of samples, as well as gas pressure and void volume of the sample cell. In this section, 

the influence of parameters 𝐾𝑐 and 𝜏 on the solution of constitutive equation is analyzed and a 

specific value of dimensionless time (𝜏 = 0.024) is proposed as the criterion required to detect 
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the early-time regime from the late-time one for the first time in the literature. We also 

demonstrate that the early-time solution of Eq. (3C), which has been less considered for 

practical applications in previous studies, is also suitable and unique under common situations. 

Besides, the error of the approximate solution compared to the exact solution and their 

capabilities are discussed, as it helps to select an appropriate mathematical solution at small 𝜏 

values. Moreover, we showcase the unique applicability and feasibility of the new solution of 

Eq. (3B).  

3.3.1 Sensitivity analyses of the 𝑲𝒄 value for data quality control 

To apply the GPT method, appropriately selecting the parameter 𝐾𝑐 in Eqs.  (3A)-(3C) is 

crucial, as it is a critical value for data quality control. The dimensionless density outside the 

sample, 𝑈𝑓, is related to 𝐾𝑐 via Eq. (S33) in the SI2. One may simplify Eq. (S33) by replacing 

the series term with some finite positive value and set  

𝑈𝑓 −
𝐾𝑐

1 + 𝐾𝑐
> 0 (4) 

We define 𝐾𝑓 = 𝐾𝑐/(1 + 𝐾𝑐) to interpret the density variance of the system as 𝐾𝑓 is closely 

related to the dimensionless density outside the sample, 𝑈𝑓. 

Eq. (4) shows the relationship between the 𝑈𝑓 and 𝐾𝑐 (Fig. 1). For 𝐾𝑐 > 0, 𝐾𝑓 falls between 

0 and 1. The higher the 𝐾𝑓 value, the less sensitive the system is to density changes. For 𝐾𝑐 

equal to 50 (not shown in Fig. 1), 𝐾𝑓 would no longer be sensitive to 𝐾𝑐 variations as it has 

already approached 98% of the dimensionless density. This means that the 𝑈𝑓 value needs to 

be greater than 0.98, and this leaves only 2% of the fractional value of 𝑈𝑓  available for 
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capturing gas density change. When 𝐾𝑐 is 100, the left fractional value of 𝑈𝑓 would be 1%. 

This would limit the amount of data available (the linear range in Fig. S1) for the permeability 

calculation, which would complicate the data processing. Thus, for the GPT experiments, a 

small value of 𝐾𝑐 (less than 10) is recommended, as 𝐾𝑓 nearly reaches its plateau beyond 𝐾𝑐 = 

10 (Fig. 1). When 𝐾𝑐 is 10, the left fractional value of 𝑈𝑓 is only as low as 9%.  

 

Fig. 1. Dimensionless density, 𝐾𝑓 , as a function of dimensionless volume 𝐾𝑐 . Recall that 𝐾𝑓 =

𝐾𝑐/(1 + 𝐾𝑐). Major variations in 𝐾𝑓 occur for 𝐾𝑐  < 10 indicating longer gas transmission duration with 

more pressure-decay data available for permeability derivation. 

3.3.2 Recommendation for solution selection  

The following three aspects need to be considered before selecting the appropriate solution 

for permeability calculation: 1) selecting early- or late-time solutions; 2) error between the 

approximate and exact solutions; and 3) the convenience and applicability of solutions suitable 

for different experiments. We will first discuss the selection criteria for early- or late-time 
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solutions.  

Fig. 2(a) shows the exact solution of 𝐹𝑠  with their two approximate early- and late-time 

solution (Table 1). Two exact solutions of 𝐹𝑓 where 𝐾𝑐 equals to 10 or 50 are also demonstrated 

in Fig. 2(a). Fig. 2(b) depicts the exact solution from 𝐹𝑓 for different 𝐾𝑐 values from 1 to 100 

and their corresponding approximate solution for Eq. (3A). The intersection point of the 

solution Eq. (3B) and Eq. (3C), namely 𝜏 = 0.024 in Fig. 2(a), is used for distinguishing early- 

and late-time solutions.  

Two notable observations can be drawn from Fig. 2(b). Firstly, the approximate solution Eq. 

(3A) would only be applicable at late times when 𝜏  is longer than 0.024. For 𝜏 < 0.024, 

regardless of the 𝐾𝑐 value, Eq. (3C) would be more precise than Eqs. (3A) and (3B) and return 

results close to the exact solution for both 𝐹𝑓 and 𝐹𝑠. Secondly, results of Eqs. (3A) and (3B) 

presented in Fig. 2(a) are similar; there difference is very small especially for 𝐾𝑐 > 10. Due to 

the fact that core samples from deep wells are relatively short in length and their void volume 

is small (ultra-low porosity and permeability such as in mudrocks with 𝑘 ≤ 0.1 nD), in practice, 

a solution for 10< 𝐾𝑐 <100 is the most common outcome, even if the sample cell is loaded as 

full as possible. Under such circumstances, the newly derived solution, Eq. (3B), becomes 

practical and convenient: 1) if the 𝐾𝑐  and dimensionless time 𝜏  have not been evaluated 

precisely before the GPT experiment, this solution may fit most experimental situations; 2) this 

solution is suitable for calculation as it does not need the solution from the transcendental 

equation of Eq. (S30) because the denominator of 𝛼 has been replaced by 𝜋. The data quality 

control is discussed in Section 3.4.1.  
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Fig. 2. Three GPT solutions with different values of 𝜏, 𝐾𝑐; the dashed lines are approximate solutions 

without a series expansion in Fig. (2b) for 𝐹𝑓. Figure modified from Cui et al. (2009). 

3.3.3 Applicability of the early-time solution 

A small 𝐾𝑐 value can guarantee a sufficient time for gas transfer in samples and provide 

enough linear data for fitting purposes. We note that the selection of the limited 𝐾𝑐 solution of 

𝐹𝑓, and the infinity 𝐾𝑐 solution 𝐹𝑠  is controlled by 𝐾𝑐. However, before the selection of 𝐾𝑐, the 

dimensionless time is the basic parameter to be estimated as a priori before the early- or late-

time solutions are selected. 

For pulse-decay methods, the early-time solution has the advantage of capturing the 

anisotropic information contained in reservoir rocks (Jia et al., 2019; Kamath, 1992). However, 

it suffers from the shortcoming of uncertainty in data for initial several seconds, which as a 

result is not recommended for data processing (Brace et al., 1968; Cui et al., 2009). This is due 

to: (1) the Joule-Thompson effect, which causes a decrease in gas temperature from the 

expansion; (2) kinetic energy loss during adiabatic expansion; and (3) collision between 
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molecules and the container wall. These uncertainties normally occur in the first 10-30 sec, 

shown in our experiments as a fluctuating period called "Early Stage".  

However, the "Early Stage" present in pulse-decay experiments does not mean that the early-

time solution is not applicable. We demonstrate the relationship between time and 

dimensionless time in Fig. 3 that a short dimensionless time may correspond to a long testing 

period of hundred to thousand seconds in experiments. This is particularly noticeable for the 

ultra-low permeability samples with 𝑘 ≤ 0.1 nD and small dimensionless times 𝜏 < 0.024. This 

situation would only be applicable to early-time solution, but with data available beyond the 

"Early Stage" and provide available data in a long time (hundreds to thousands of seconds). 

For example, the early-time solution would fit ultra-low permeability samples in 600s for 0.1 

nD, and at least 1000s for 0.01 nD shown in Fig. 3 in the region below the dark line. Then, 

using Eq. (3C), the derived permeability would be closer to its exact solution in the earlier 

testing time (but still after the "Early Stage"). The mudrock samples that we tested, with results 

presented in Section 3.5.3, exhibit low permeabilities, approximately on the order of 0.1 nD.  
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Fig. 3 Dimensionless time 𝜏 versus actual times for different permeability values trough Eq. (S14) 

using He gas, sample porosity of 5%, and sample diameter of 2 mm. 

3.3.4 Error analyses between exact and approximate solutions 

It is unpractical to use the exact solutions with their series part to do the permeability 

calculation; thus, only the approximate solutions are used and the error difference between the 

exact and approximate solutions is discussed here. The original mathematical solutions, Eqs. 

(S39) and (S49), are based on series expansion. For dimensionless densities 𝐹𝑓 and 𝐹𝑠 in Eqs. 

(S39) and (S49), their series expansion terms should converge. However, the rate of 

convergence is closely related to the value of 𝜏. For example, from Eq. (S30), when 𝜏 ≥ 1, the 

exponent parts of 𝑈𝑠  and 𝑈𝑓 are at least (2𝑛 + 1)𝜋2. Therefore, the entire series expansion 

term can be omitted without being influenced by 𝐾𝑐. In practical applications, the solutions 

given in Eqs. (3A)-(3C) are approximates without series expansion. In this study, we provide 

the diagrams of change in errors with dimensionless time in the presence of adsorption (Fig. 
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4).  

For 𝐹𝑓, the error differences between the exact and approximate solutions are 3.5% and 0.37% 

for 𝜏 = 0.05 and 0.1 when 𝐾𝑐 = 10, respectively. When 𝜏 ≤ 0.024, the error would be greater 

than 14.7%. Fig. 2(b) shows that 𝐹𝑓 can be approximated as 𝐹𝑠 when 𝐾𝑐 is greater than 10; the 

error difference between 𝐹𝑓  and 𝐹𝑠  is quite small at this 𝐾𝑐  value (for 𝐾𝑐 = 10, 6.6% is the 

maximum error when 𝜏 = 0.01; 4.4% when 𝜏 = 0.05; and 2.9% when 𝜏 = 0.1) as shown in Fig. 

4.  

For 𝐹𝑠, the error difference is roughly the same as 𝐹𝑓 and equal to 3.6% for 𝜏 = 0.05 and 

0.38% for 𝜏 = 0.1. This verifies that newly derived Eq. (3B) is equivalent to Eq. (3A) when 𝐾𝑐 

is greater than 10. As for the evaluation of Eq. (3C), the error difference with the exact solution 

will increase with dimensionless time (5.1% for 𝜏 = 0.003, 9.7% for 𝜏 = 0.01, and 16% for 𝜏 = 

0.024).  
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Fig. 4. Error analyses of 𝐹𝑓 and 𝐹𝑠 for their exact and approximate solutions 

3.4. Influence of kinetic energy on gas transport behavior  

3.4.1 Flow state of gas in granular samples 

In the following, we apply the approximate solutions, Eqs. (3A-3C), to some detailed 

experimental data and determine permeability in several mudrock samples practically 

compatible with sample size, gases, and molecular dynamics analyses.  

During the GPT, with the boundary conditions described in SI2, the pressure variation is 

captured after gas starts to permeate into the sample from the edge, and the model does not take 

into account the gas transport between particles or into any micro-fractures, if available. Thus, 
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the transport that conforms to the "unipore" model and occurs after the "Early Stage" (defined 

in Section 3.3.3) or during the "Penetration Zone" (the area between the two vertical lines in 

Fig. 5), should be used to determine the slope. Fig. S2 shows how to obtain the permeability 

result using the applicable mathematical solutions (Eqs. 3A-C). Fig. 5 shows the pressure 

variance with time during the experiment using sample size from 0.34 mm to 5.18 mm for 

sample X-1 and sample X-2. From Fig. 5, the time needed to reach pressure equilibrium after 

the initial fluctuation stage is 20-100 sec, and the “Penetration Zone” decreases with decreasing 

grain size over this time period. 

  

Fig. 5. Fitting region (the "Penetration Zone" in the shadowed area) for mudrock sample X-1 with 

different granular sizes; the penetration zone illustrating the pressure gradient mainly happens at 20 to 

200 sec for this sample.  

In fact, the "Penetration Zone", as an empirical period, is evaluated by the pressure change 

over a unit of time before gas is completely transported into the inner central part of the sample 

to reach the final pressure. Owing to the sample size limitation, a decreasing pressure could 
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cause multiple flow states (based on the Knudsen number) to exist in the experiment. The 

pressure during the GPT experiment varies between 50 and 200 psi (0.345 MPa to 1.38 MPa). 

Fig. 6 shows the Knudsen number calculated from different pressure conditions and pore 

diameters together with their potential flow state. Based on Fig. 6, the flow state of gas in the 

GPT experiments is mainly dominated by Fickian and transition diffusion. Essentially, the flow 

state change with pressure should be strictly evaluated through the Knudsen number in Fig. 6 

to guarantee that the data in the "Penetration Zone" are always fitted with the GPT's constitutive 

equation for laminar or diffusive states. This helps obtain a linear trend for  𝑙𝑛( 1 −

𝐹𝑓) or 𝐹𝑠
2 versus time for low-permeability media. Experimentally, data from 30 to several 100 

seconds are recommended for tight rocks like shales within the GPT methodology.  

 

Fig. 6. Flow state of gas under diffferent testing pressures; modified from Chen & Pfender (1983) 
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and Roy et al. (2003) (Chen & Pfender, 1983; Roy et al., 2003). 

In the GPT approach, as mentioned earlier, Eq. (S33) holds for small 𝐾𝑐 values (e.g., < 10) 

so that the approximately equivalent void volume in the sample cell and sample pore volume 

would allow for sufficient pressure drop. It also gives time and allows the probing gas to expand 

into the matrix pores to have a valid "Penetration Zone" and to determine the permeability. 

Greater values of 𝐾𝑐  would prevent the gas flow from entering into a slippage state as the 

pressure difference would increase with increasing 𝐾𝑐. However, large pressure changes would 

result in a turbulent flow (Fig. 6), which would cause the flow state of gas to be no longer valid 

for the constitutive equation of the GPT. Overall, the GPT solutions would be applicable to the 

gas permeability measurement, based on the diffusion-like process, from laminar flow to 

Fickian diffusion, after the correction of the slippage effect.  

3. 3.4.2 Pressure decay behavior of four different probing gases  

We used three inert gases, including He, N2, and Ar, and one sorptive gas i.e., CO2 (Busch 

et al., 2008), to compare the pressure drop behavior for sample size with an average granular 

diameter of 0.675 mm. Results for the mudrock sample X-2 are presented in Fig. 7. Among the 

three inert gases, helium and argon required the shortest and longest time to reach pressure 

equilibrium (i.e., He<N2<Ar), respectively. In terms of pressure drop, argon exhibited the most 

significant decrease. In a constant-temperature system, the speed (or rate) at which gas 

molecules move is inversely proportional to the square root of their molar masses. Hence, it is 

reasonable that helium (with the smallest kinetic diameter of 0.21 nm) has the shortest 

equilibrium time. However, the pressure drop is more critical than the time needed to reach 
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equilibrium for the GPT, as the equilibrium time does not differ much (basically within 10 

seconds for a given sample weight, except for the adsorptive CO2). Argon may provide a wider 

range of valid Penetration Zones in a short time scale for its longest decay time except for 

adsorbed gas of CO2; a choice of inert and economical gas is suggested for the GPT 

experiments.  

 

Fig. 7. Measured pressure decay curves from mudrock Sample X-2 for gases of different molecular 

diameters 𝜎 and molecular weights M (g/mol). 

Fig. 7 shows that the pressure decay curve of the adsorptive gas CO2 is different from those 

of the inert gases used in this study. CO2 has a slow equilibrium process due to its large molar 

mass, and the greatest pressure drop among the four gases due to its adsorption effect. This 

additional flux needs to be taken into account to obtain an accurate transport coefficient. 

Accordingly, multiple studies including laboratory experiments (Pini, 2014) and long-term 

field observations (Haszeldine et al., 2006; Lu et al., 2009) were carried out to assess the sealing 

efficiency of mudrocks for CO2 storage. In fact, the GPT can supply a quick and effective way 
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to identify the adsorption behavior of different mudrocks for both laminar-flow and diffusion 

states. 

3. 3.4.3 Pressure decay behavior for different granular sizes 

We compared the pressure drop behavior of gas in the mudrock Sample X-1 with different 

granular sizes (averaged from 0.34 mm to 5.18 mm) using the same sample weight and 𝐾𝑐. 

Results based on the experimental data shown in Fig. 8 indicate that a larger-sized sample 

would provide more data to be analyzed for determining the permeability. This is because the 

larger the granular size, and (1) the larger the pressure drop, (2) the longer the decay time as 

Fig. 8 demonstrates. This is consistent with the simulated results reported by Profice et al. 

(2012). 

   

Fig. 8. Pressure decay curves measured by helium on sample X-1 with five different granular sizes. 

The intra-granular porosity was 5.8% independently measured by mercury intrusion porosimetry. 

Table 2. Permeability results from the methods of GPT and SMP-200 for X-1. 

Granular 

size 

(mm) 

SMP-200 
(nD) § 

GPT test 
1 (nD)£ 

GPT test 
2 (nD)£ 

Average 
value (nD)£ 

Fitting 
duration (s) 

Solution 
type 

Dimensionless 
time 

Particle density 
(g/cm3) 
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5.18 - 1.17 1.17 1.17 50-100 ILT 0.023-0.027 2.631 

2.03 14.2 0.45 0.41 0.43 50-100 LLT 0.026-0.028 2.626 

1.27 - 0.10 0.10 0.10 30-60 ILT CR* 2.673 

0.67 0.65 0.08 0.04 0.06 30-60 LLT CR* 2.658 

0.34 - 0.02 - 0.02 30-60 IET CR* 2.643 

§ The results are from the SMP-200 using the GRI default method. 

£ The results are from the GPT method we proposed. 
* CR means the conflict results that the verified dimensionless time does not confirm the early- or late-time solutions using the solved 
permeability. For example, the verified dimensionless time would be > 0.024 using the early-time solution solved result and vice 

versa. 

As reported in Table 2, the permeability values measured by the GPT method are one or two 

orders of magnitude greater than those measured by the SMP-200 instrument. The built-in 

functions of SMP-200 can only be used for two default granular sizes (500-841 μm for GRI 

and 1.70-2.38 mm for what we call GRI+) to manually curve-fit the pressure decay data and 

determine the permeability. The GRI method built in the SMP-200 only suggests the fitting 

procedure for data processing without publicly available details of underlying mathematics. 

The intra-granular permeabilities of mudrocks sample X-1 vary from 0.02 to 1.17 nD for five 

different granular sizes using the GPT. With the same pressure decay data selected from 30 to 

200 sec, the permeability results for GRI and GRI+ sample sizes from the SMP-200 fitting are 

0.65 and 14.2 nD, as compared to 0.06 and 0.43 nD determined by the GPT using the same 

mean granular size. Our results are consistent with those reported by Peng & Loucks (2016) 

who found two to three orders of magnitude differences between the GPT and SMP-200 

methods (Peng & Loucks, 2016).  

There exist several issues associated with granular samples with diameters smaller than on 

average 1.27 mm. First, the testing duration is short, and second, there would not be sufficient 

pressure variation analyzed in Fig. 8. Both may cause significant uncertainties in the 
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permeability calculation and, therefore, make samples with diameters smaller than 1.27 mm 

unfavorable for the GPT method, particularly extra-tight (sub-nD levels) samples, as there is 

almost no laminar or diffusion flow state to be captured. The greater pressure drop for larger-

sized granular samples would result in greater pressure variation and wider data region 

compared to smaller granular sizes (see Figs. 6 and 9). Although samples of large granular 

sizes may potentially contain micro-fractures, which complicate the determination of true 

matrix permeability (Heller et al., 2014), the versatile GPT method can still provide size-

dependent permeabilities for a wide range of samples (e.g., from sub-mm to 10 cm diameter 

full-size cores) (Ghanbarian, 2022a, 2022b). Besides, the surface roughness of large grains may 

also complicate the determination of permeability, which need to pay attention to (Devegowda, 

2015; Rasmuson, 1985; Ruthven & Loughlin, 1971). Overall, our results demonstrated that 

sample diameters larger 2 mm are recommended for the GPT to determine the nD permeability 

of tight mudrocks, while smaller sample sizes may produce uncertain results. 

4.4 Practical recommendations for the holistic GPT 

Here, we evaluate the potential approximate solution for tight rock samples using frequently 

applied experimental settings by considering the critical parameters, such as sample mass, 

porosity, and estimated permeability (as compiled in Fig. 9 showing the dimensionless time 

versus porosity). Based on the results presented in Figs. 3 and 6, only t < 200s is dominant and 

critical for the analyses of dimensionless time and penetration zone. Thus, we take 200s and 

use helium to calculate the dimensionless time. Another critical parameter to assure enough 

decay data is the sample diameter greater than 2 mm. Thus, we only show the dimensionless 
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time versus porosity for sample diameter greater than the criteria of 2 mm.  

Fig. 9 demonstrates that the sample permeability has dominant control on the early- or late-

solution selection, and we decipher a concise criterial for three solutions selection. We classify 

the dimensionless time versus porosity relationship into three cases. Firstly, among the curves 

shown in Fig. 9, only that corresponding to k = 0.1 nD and sample diameter of 2 mm stays 

below the dashed line representing 𝜏 = 0.024. Therefore, the early time solution is appropriate 

for tight samples with permeabilities less than 0.1 nD (as shown in the analyses of Section 3.4.3, 

which also conforms to the situation of the molecular sieve sample that we tested in SI3). 

Secondly, for permeabilities greater than 10 nD (the curve is above the line of 𝜏 = 0.024), the 

new derived late-time solution, Eq. (3B), is recommended as it is more convenient for 

mathematical calculation without the consideration of transcendental functions. The reason is 

that the sample cell can be filled as much as possible (~90% of the volume) with samples and 

solid objects. However, as the tight rock hardly presents a large value of porosity, the small 𝐾𝑐 

value is difficult to be achieved with an inconsequential influence between Eq. (3B) and Eq. 

(3A). Lastly, in the case of permeability around 1 nD, the value of porosity would be critical in 

the selection of the early- or late-time solutions, as shown in Fig. 9.  
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Fig. 9. Holistic GPT to explore the appropriate solution based on diameter, permeability, and 

porosity of samples. The legend shows the diameter of granular sample and permeability, along with a 

dashed line for dimensionless time of 0.024, while regions above and below this value fit for the late- 

and early-time solutions, respectively. 

3.5. Conclusions 

In the present work, we solved fluid flow state equation in granular porous media and 

provided three exact mathematical solutions along with their approximate ones for practical 

applications of low permeability measurements. The mathematical solutions for the transport 

coefficient in the GPT were derived for a spherical coordinate system, applicable from laminar 

flow to slippage corrected Fickian diffusion. Of the three derived solutions, one is valid during 

early times when the gas storage capacity 𝐾𝑐 approaches infinity, while the other two are late-

time solutions to be valid when 𝐾𝑐 is either small or tends towards infinity. We evaluated the 

derived solutions for a systematic measurement of extra-low permeabilities in granular media 
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and crushed rocks using experimental methodologies with the data processing procedures. We 

determined the error for each solution by comparing with the exact solutions presented in the 

SI. The applicable conditions for such solutions of the GPT were investigated, and we provided 

the selection strategies for three approximate solutions based the range of sample permeability. 

In addition, a detailed utilization of GTP was given to build up the confidence in the GPT 

method through the molecular sieve sample, as it enables a rapid permeability test for ultra-

tight rock samples in just tens to hundreds of seconds, with good repeatability.  
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Nomenclature 

𝐵𝑖𝑗 Correction parameter for viscosity, constant 

𝑐𝑡 Fluid compressibility, Pa-1 

𝐷 Diffusion coefficient, m2/s 

𝐹𝑓 Uptake rate of gas outside the sample, dimensionless 

𝐹𝑠 Uptake rate in the sample, dimensionless 

𝑓1 Intercept of Eq. (S40), constant 

𝐽 Physical flux, unit for certain physical phenomenon 

𝐾𝑎 Apparent transport coefficient defined as Eq. (S9), m2/s 

𝐾𝑐 Ratio of gas storage capacity of the total void volume of the system to the pore (including 

adsorptive and non-adsorptive transport) volume of the sample, fraction 

𝐾𝑓 Initial density state of the system, fraction 

𝑘 Permeability, m2 

𝑘𝑠 Permeability defined as Eq. (S8), m2/(pa⋅s) 

𝐿 Coefficient, unit for certain physical transport phenomenon 

𝑀 Molar mass, kg/kmol 

𝑀𝑚 Molar mass of the mixed gas, kg/kmol 

𝑀𝑖,𝑗 Molar mass for gas i or j, kg/kmol 

𝑀𝑠 Total mass of sample, kg 

𝑁 Particle number, constant  

𝑝 Pressure, Pa 

𝑝𝑐𝑚 Virtual critical pressure of mixed gas, Pa 

𝑝𝑝 Pseudo-pressure from Eq. (S1), Pa/s 

𝑅𝑎 Particle diameter of sample, m 

𝑅 Universal gas constant, 8.314 J/(mol⋅K) 

𝑟 Diameter of sample, m 

𝑠1 Slope of Eq. (S40), constant  

𝑠2 Slope of function 𝐿𝑛( 1 − 𝐹𝑠), constant 

𝑠3 Slope of function 𝐹𝑠
2, constant 
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𝑇 Temperature, K 

𝑇𝑐𝑚 Virtual critical temperature for mixed gas, K 

𝑡 Time, s 

𝑈𝑓 Dimensionless density of gas outside the sample, dimensionless 

𝑈𝑠 Dimensionless density in grain, dimensionless 

𝑈∞ Maximum density defined as Eq. (S37), dimensionless 

𝑉1 Cell volume in upstream of pulse-decay method, m3  

𝑉2 Cell volume in downstream of pulse-decay method, m3 

𝑉𝑏 Bulk volume of sample, m3 

𝑉𝑐 Total system void volume except for sample bulk volume, m3 

𝑣 Dacian velocity in pore volume of porous media, m/s 

𝑋 Pressure force, Pa 

𝑦𝑖,𝑗 Molar fraction for gas i or j, fraction 

𝑧 Gas deviation (compressibility) factor, constant  

Greek Letters: 

𝛼𝑛 The nth root of Eq. (S30), constant  

𝜇 Dynamic viscosity, pa⋅s or N⋅s/m2 

𝜇𝑖,𝑗 Dynamic viscosity for gas i or j, pa⋅s or N⋅s/m2 

𝜇𝑚𝑖𝑥 Dynamic viscosity of mixture gas, pa s or N s/m2 

𝜇𝑝 Correction term for the viscosity with pressure, pa s or N s/m2 

𝜉 Dimensionless radius of sample, dimensionless 

𝜌 Density of fluid, kg/m3  

𝜌0 Average gas density on the periphery of sample, kg/m3 

𝜌1 Gas density in reference cell, kg/m3 

𝜌2 Gas density in sample cell, kg/m3 

𝜌𝑏 Average bulk density for each particle, kg/m3 

𝜌𝑓 Density of gas changing with time outside sample, kg⋅m-3⋅s-1 

𝜌𝑓∞ Maximum value of 𝜌𝑓 defined as Eq. (S38), kg⋅m-3⋅s-1 

𝜌𝑝 Pseudo-density from Eq. (S1), kg⋅m-3⋅s-1 
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𝜌𝑠 Density of gas changing with time in sample, kg⋅m-3⋅s-1 

𝜌𝑝𝑠 Pseudo-density of gas changing with time in sample, kg⋅m-3⋅s-1 

𝜌𝑝𝑓 Pseudo-density of gas changing with time outside sample, kg⋅m-3⋅s-1 

𝜌𝑝2 Initial pseudo-density of gas in sample, kg⋅m-3⋅s-1 

𝜌𝑝0 Average pseudo-density of gas on sample periphery, kg⋅m-3⋅s-1 

𝜌𝑟𝑚 Relative density to the mixed gas, kg⋅m-3⋅s-1 

𝜌𝑠𝑎𝑣 Average value of𝜌𝑠𝑟defined as Eq. (S47), kg⋅m-3⋅s-1 

𝜌𝑠𝑟 Average value of pseudo-density of sample changing with diameter, kg⋅m-3⋅s-1 

𝜌𝑠∞ Maximum value of 𝜌𝑠𝑟 defined as Eq. (S46), kg⋅m-3⋅s-1 

𝜏 Dimensionless time, dimensionless 

𝜙 Sample porosity, fraction 

𝜙𝑓 Total porosity (𝜙𝑓 = 𝜙𝑎 + 𝜙𝑏) occupied by both free and adsorptive fluids, fraction  
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Supporting Information (SI) 

SI1. Consideration of Non-linearity of Gas and Solutions for a Mixed Gas State 

For gas flow, we can use a pseudo-pressure variable to linearize Eq. (1D) as 𝜇 and 𝑐𝑡 are 

functions of pressure. Thee pseudo-pressure 𝑝𝑝 is defined as (Haskett et al., 1988)   

𝑝𝑝 = 2∫
𝑝

𝜇𝑧

𝑝

𝑝0

𝑑 𝑝 (S1) 

 By combining Eq. (S1) with the ideal gas law, the pseudo-density may be expressed as 

𝜌𝑝 =
𝑝𝑀

𝑅𝑇
=
𝑝2𝑀

𝜇𝑧𝑅𝑇
(S2) 

 Because viscosity and compressibility do not change significantly (less than 0.7%) 

between 200 psi and atmospheric pressures, Eq. (S2) can be simplified to  

𝜌𝑝 =
𝑝2𝑀

𝑅𝑇
(S3) 

Thus, the density change is replaced by the pseudo-density for a precise calibration by using 

pressure squared. 

During the GPT experiment, different gases in the reference and sample cells may 

complicate the hydrodynamic equilibrium of gas, and consequently the expression of transport 

phenomena, as the viscosity and gas compressibility are in a mixed state. Therefore, during the 

GPT experiment when a different gas exists between the reference and sample cells a, a mixed 

viscosity should be used after the gas in reference cell is released into the sample cell. The 

viscosity of mixture 𝜇𝑚𝑖𝑥 under pressure in Eqs. (3A)-(3C) can be calculated from (Brokaw, 

1968; Sutherland, 1895) 
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𝜇𝑚𝑖𝑥 = ∑
𝜇𝑖

1+
1

𝑦𝑖
(∑ 𝐵𝑖𝑗𝑦𝑗

𝑛
𝑗=1
𝑗≠𝑖

)

+ 𝜇𝑝 (S4)
 

𝐵𝑖𝑗 is a correction parameter independent of gas composition and can be expressed as 

𝐵𝑖𝑗 =

[1 + (
𝜇𝑖
𝜇𝑗
)0.5(

𝑀𝑗
𝑀𝑖
)0.5]2

2√2(1 +
𝑀𝑗
𝑀𝑖
)0.5

(S5) 

in which 𝜇𝑝 is the correction term for the viscosity variation as its changes with pressure 

and given by  

𝜇𝑝 = 1.1 × 10−8(𝑒1.439𝜌𝑟𝑚 − 𝑒−1.111𝜌𝑟𝑚
1.858

) × 𝑀𝑚
0.5 ⋅

𝑃𝑐𝑚
2
3

𝑇𝑐𝑚
1
6

(S6) 

SI2. Gas Transport in GPT 

From Eq. (1D), the transport of gas in the GPT with the "unipore" model under a small 

pressure gradient in a spherical coordinate system with laminar flow is based on the Darcy-

type relation. Because the transfer rate of the fluid is proportional to the concentration gradient, 

this process can be expressed as:  

𝜕𝜌𝑝

𝜕𝑡
=

𝑘

𝑐𝑡𝜙𝑓𝜇
(
2

𝑟

𝜕𝜌𝑝

𝜕𝑟
+
𝜕2𝜌𝑝

𝜕𝑟2
) (S7) 

We set  

𝑘𝑠 =
𝑘

𝜇
(S8) 
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𝐾𝑎 =
𝑘𝑠
𝑐𝑡𝜙𝑓

(S9) 

Then, Eq. (S7) becomes:  

𝜕𝜌𝑝

𝜕𝑡
= 𝐾𝑎 (

2

𝑟

𝜕𝜌𝑝

𝜕𝑟
+
𝜕2𝜌𝑝

𝜕𝑟2
)   or  

𝜕

𝜕𝑡
(𝜌𝑝𝑟) = 𝐾𝑎

𝜕2

𝜕𝑟2
(𝜌𝑝𝑟) (S10) 

We next introduce the following dimensionless variables:  

𝑈𝑠 =
𝑟

𝑅

(𝜌𝑝𝑠 − 𝜌𝑝2)

(𝜌𝑝0 − 𝜌𝑝2)
(S11) 

𝑈𝑓 =
𝜌𝑝𝑓 − 𝜌𝑝2

𝜌𝑝0 − 𝜌𝑝2
(S12) 

𝜉 =
𝑟

𝑅
(S13) 

𝜏 =
𝐾𝑎𝑡

𝑅2
(S14) 

where 𝜌1 and 𝜌2 are the gas density in the reference and sample cells, and 𝜌0 is the gas 

density outside the connected pore volume (the gas has flowed from the reference into sample 

cells but not into samples), and 𝜌0 is given by  

𝜌0 =
𝑉1𝜌1 + (𝑉2 − 𝑉𝑏)𝜌2

𝑉𝑐
(S15) 

where 𝑉1 is the reference cell volume, 𝑉2 is the sample cell volume, 𝑉𝑏 is the bulk volume 

of the sample, 𝑉𝑐 is the total void volume of the system minus 𝑉𝑏 where 𝑉𝑐 = 𝑉1 + 𝑉2 − 𝑉𝑏. 

If the bulk density of the sample is 𝜌𝑏 and the total mass of the sample is 𝑀𝑠, then the total 

number of sample particles 𝑁 is:  
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𝑁 =
𝑀𝑠

4
3𝜋𝑅𝑎

3𝜌𝑏

(S16) 

Based on Darcy's law, the gas flow into a sample 𝑄 is:   

𝑄 = −4𝜋𝑅2 (𝑘𝑠
𝜕𝑝

𝜕𝑟
)𝑁 = −

3

𝑅

𝑀𝑠

𝜌𝑏
𝑘𝑠
𝜕𝑝

𝜕𝑟
(S17) 

According to mass conservation and in combination with Eq. (S17), for 𝑡 > 0 and 𝑟 = 𝑅𝑎, 

we have  

−
3

𝑅
𝑉𝑏𝐾𝑎𝑐𝑡𝜙𝑓

𝜕𝑝

𝜕𝑟
𝜌𝑠 = 𝑉𝑐

𝜕𝜌𝑓

𝜕𝑡
(S18) 

Substituting Eq. (1C) into Eq. (S18), the boundary condition of Eq. (S10), for 𝜉 =1, is:  

−
3

𝑅
𝑉𝑏𝐾𝑎𝜙𝑓

𝜕𝜌𝑠
𝜕𝑟

= 𝑉𝑐
𝜕𝜌𝑓

𝜕𝑡
(S19) 

Substituting dimensionless variables into Eq. (S10) yields:  

𝜕𝑈𝑠
𝜕𝜏

=
𝜕2𝑈𝑠
𝜕𝜉2

(S20) 

By defining parameter 𝐾𝑐 as:  

𝐾𝑐 =
𝑉𝑐
𝑉𝑏𝜙𝑓

(S21) 

  the boundary condition of Eq. (S19) becomes:  

𝜕𝑈𝑓

𝜕𝜏
= −

3

𝐾𝑐
(
𝜕𝑈𝑠
𝜕𝜉

−
𝑈𝑠
𝜉
) (S22) 

 From Eq. (S21), 𝐾𝑐 represents the ratio of gas storage capacity of the total void volume 

of system to the pore volume (including both adsorption and non-adsorption volume) of sample.  

The initial condition of Eq. (S20), for 𝜏 = 0, is:  
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0 ≤ 𝜉 < 1, 𝑈𝑠 = 0 (S23) 

For 𝜏 > 0:  

 𝜉 = 0, 𝑈𝑠 = 0 (S24) 

  𝜉 = 1, 𝑈𝑠 = 𝑈𝑓 = 1 (S25) 

  
𝜕𝑈𝑠
𝜕𝜏

=
𝜕2𝑈𝑠
𝜕𝜉2

, 0<𝜉 < 1 (S26) 

Replacing the Heaviside operator 𝑝 = 𝜕/𝜕𝜏  as 𝑝 = −𝑠2. Eq. (S20) and Eq. S(22) then 

become:  

𝜕2𝑈𝑠
𝜕𝜉2

+ 𝑠2𝑈𝑠 = 0|
𝑈𝑠=0,𝜉=0

(S27) 

 𝛼2(𝑈𝑠 − 1) =
3

𝐾𝑐
(
𝜕𝑈𝑠
𝜕𝜉

−
𝑈𝑠
𝜉
)|
𝜉=1

(S28) 

For these first- and second-order ordinary differential equations, we can solve Eqs. (S27) 

and (S28) as:  

𝑈𝑠 =
𝛼2 𝑠𝑖𝑛 𝛼 𝜉

3
𝐾𝑐
(𝑠𝑖𝑛 𝛼 − 𝛼 𝑐𝑜𝑠 𝛼) + 𝛼2 𝑠𝑖𝑛 𝛼

(S29) 

In Eq. (S29), 𝛼𝑛 are the roots of Eq. (S30):  

𝑡𝑎𝑛 𝛼 =
3𝛼

3 + 𝛼2𝐾𝑐
(S30) 

Defining the numerator and denominator of Eq. (S29) as functions 𝑓(𝛼) and 𝐹(𝛼), 𝑈𝑠 can 

be expressed as:  

𝑈𝑠 = 𝐹
𝛼→0

𝑓(𝛼)

𝐹(𝛼)
+ 2∑

𝑓(𝛼𝑛)

𝛼𝑛𝐹′(𝛼𝑛)

∞

𝑛=1

𝑒−𝛼𝑛
2𝜏 (S31) 
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SI2-1: Solution for the Limited 𝑲𝒄 Value 

Under the condition of limited 𝐾𝑐 value, Eq. (S20) is solved with the boundary condition of 

0 < 𝜉 < 1 at time 𝑡, and the gas state on the grain surface is initially at equilibrium with the 

gas outside. Using the Laplace transform, Eq. (S31) is given as (the Laplace transform part can 

be found in APPENDIX V of Carslaw & Jaeger, 1959) (Carslaw & Jaeger, 1959): 

𝑈𝑠 =
𝜉𝐾𝑐
𝐾𝑐 + 1

+ 6∑
𝑠𝑖𝑛 𝜉 𝛼𝑛
𝑠𝑖𝑛 𝛼𝑛

𝐾𝑐𝑒
−𝛼𝑛

2𝜏

9(𝐾𝑐 + 1) + 𝛼𝑛2𝐾𝑐
2

∞

𝑛=1

(S32) 

As the pressure transducer detects the pressure in the reference cell, with the boundary 

condition 𝑈𝑓 = 𝑈𝑠|𝜉=1, we can calculate 𝑈𝑓 as:  

𝑈𝑓 =
𝐾𝑐

1 + 𝐾𝑐
+ 6∑

𝐾𝑐𝑒
−𝛼𝑛

2𝜏

9(𝐾𝑐 + 1) + 𝛼𝑛2𝐾𝑐
2

∞

𝑛=1

(S33) 

For a convenient expression of 𝛼𝑛  through logarithmic equation, Eq. (S33) can be 

transformed as:  

(1 − 𝑈𝑓)(1 + 𝐾𝑐) = 1 − 6∑
𝐾𝑐(1 + 𝐾𝑐)𝑒

−𝛼𝑛
2𝜏

9(𝐾𝑐 + 1) + 𝛼𝑛2𝐾𝑐
2

∞

𝑛=1

(S34) 

The left side of Eq. (S34) clearly has a physical meaning for the state of gas transport outside 

the sample, and we define (1 − 𝑈𝑓)(1 + 𝐾𝑐) as 𝐹𝑓, which is less than, but infinitely close to, 1. 

Parameter 𝐹𝑓 represents (1) the fraction of final gas transfer of 𝑉𝑐 which has taken place by time 

t, which can be interpreted as the net change in the density of gas at time t to time infinity as 

Eq. (S35), or (2) as the fractional approach of the gas density to its steady-state in terms of 

dimensionless variables as Eq. (S36).  
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𝐹𝑓 =
𝜌𝑝0 − 𝜌𝑝𝑓

𝜌𝑝0 − 𝜌𝑓∞
(S35) 

Or: 

𝐹𝑓 =
1 − 𝑈𝑓

1 − 𝑈∞

=
𝜌𝑝0 − 𝜌𝑝𝑓

𝜌𝑝0 − 𝜌𝑝2
(1 + 𝐾𝑐) (S36) 

where for 𝜏 → ∞, the result of 𝑈𝑓 and 𝜌𝑓∞would tend to be the limiting value:  

𝑈∞ = 𝑈𝑠 = 𝑈𝑓𝜉 =
𝜉𝐾𝑐
1 + 𝐾𝑐

|
𝜉=1

(S37) 

  

𝜌𝑓∞ =
𝑉1𝜌1 + (𝑉2 − 𝑉𝑠)𝜌2

𝑉1 + 𝑉2 − 𝑉𝑠
=

𝐾𝑐
1 + 𝐾𝑐

(𝜌𝑝0 − 𝜌𝑝2) + 𝜌𝑝2 (S38) 

Thus, Eq. (S34) can be expressed as:  

𝐹𝑓 = 1 − 6∑
𝐾𝑐(1 + 𝐾𝑐)𝑒

−𝛼𝑛
2𝜏

9(𝐾𝑐 + 1) + 𝛼𝑛2𝐾𝑐
2

∞

𝑛=1

(S39) 

For calculating the permeability, Eq. (S39) can be linearized as a function of time as there 

are no variables other than the exponential part: 

𝑙𝑛( 1 − 𝐹𝑓) = 𝑓1 − 𝑠1𝑡 (S40) 

where 𝑓1 is the intercept for the y-axis of function (S40):  

𝑓1 = 𝐿𝑛[
6𝐾𝑐(1 + 𝐾𝑐)

9(1 + 𝐾𝑐) + 𝛼12𝐾𝑐
2] (S41) 

The slope 𝑠1 can be captured by the fitted line of the linear segment, and 𝛼1 is the first 

solution of Eq. (S30):  

𝑠1 =
𝛼1

2𝐾𝑎

𝑅𝑎
2 (S42) 
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Thus, the permeability can be calculated as: 

𝑘 =
𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠1

𝛼12
(S43) 

SI2-2: Solution for Kc Goes to Infinity  

When 𝑉𝑐 has an infinite volume compared to the void volume in a sample, which means that 

the density of gas in 𝑉𝑐 would be kept at 𝜌𝑝0, and 𝛼 would approach 𝑛𝜋 in Eq. (S30), then Eq. 

(S32) can be transformed as:  

𝑈𝑠 = 𝜉 +
2

𝜋
∑(−1)𝑛

𝑠𝑖𝑛 𝑛 𝜋𝜉

𝑛

∞

𝑛=1

𝑒−(𝑛𝜋)
2𝜏 (S44) 

In this situation, 𝑈𝑓 = 1, and as the gas density would be maintained at the initial state at 

𝜌𝑝0, it would be a familiar case in diffusion kinetics problems with the uptake rate of 𝐹𝑓 to be 

expressed as 𝐹𝑠 in 𝑉𝑏 (Barrer, 1941):  

𝐹𝑠 =
𝜌𝑠av
𝜌𝑠∞

(S45) 

where 𝜌𝑠av is the average value of 𝜌𝑠𝑟 in the grain, and 𝜌𝑠∞ is the maximum value of 𝜌𝑠𝑟: 

𝜌𝑠𝑟 = 𝜌𝑝𝑠 − 𝜌𝑝2,   𝜌𝑠∞ = 𝜌𝑝0 − 𝜌𝑝2 (S46) 

The value of 𝜌𝑠𝑟 in the grain is:  

𝜌𝑠𝑎𝑣 =
3

𝑅3
∫ 𝜌𝑠𝑟𝑟

2 𝑑 𝑟
𝑅

0

(S47) 

Then 𝐹𝑠 becomes:  

𝐹𝑠 =
3

𝑅3
∫

𝑈𝑠
𝜉
𝑟2 𝑑 𝑟

𝑅

0

(S48) 

Substituting Eq. (S44) into Eq. (S48), we can calculate:  
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𝐹𝑠 = 1 −
6

𝜋2
∑

𝑒−(𝑛𝜋)
2𝜏

𝑛2

∞

𝑛=1

(S49) 

Similar to Eq. (S39), Eq. (S49) can also be linearized to calculate the permeability in 𝜏 from 

the fitted slope. For 𝜏 ≥ 0.08, Eq. (S49) can be reduced as:  

𝐹𝑠 = 1 −
6

𝜋2
𝑒−𝜋

2𝜏 (S50) 

When 𝑡 is small enough (for 𝜏 ≤ 0.002), Eq. (S49) can be transformed into Eq. (S51). 

𝐹𝑠 = 6√
𝜏

𝜋
(S51) 

As 𝐹𝑠  is a special solution of 𝐹𝑓  with the case of 𝐾𝑐  goes to infinity, we can arrive 

at:

𝐹𝑠 = 𝐹𝑓 = (1 − 𝑈𝑓)(1 + 𝐾𝑐) (S52) 

For testing the ultra-low permeability rocks using granular samples when𝐾𝑐 goes to infinity, 

Eq. (S50) and Eq. (S51) can be selected using different 𝜏 values. 

From the fitted slope 𝑠2  of function 𝑙𝑛( 1 − 𝐹𝑠) from Eq. (S50), we can then derive the 

permeability:  

𝑘 =
𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠2

𝜋2
(S53) 

The results of Eq. (S53) are very similar to Eq. (S43) as the first solution for Eq. (S30) is 

very close to 𝜋. 

From the fitted slope 𝑠3 of function 𝐹𝑠
2 from Eq. (S51), we can derive the permeability: 

𝑘 =
𝜋𝑅𝑎

2𝜇𝑐𝑡𝜙𝑓𝑠3

36
(S54) 
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SI3. A Case of Data Processing for GPT 

We show here an illustration of the data processing procedure for the GPT with a molecular 

sieve sample (https://www.acsmaterial.com/molecular-sieves-5a.html). This material consists 

of grains of 2 mm in Diameter with a porosity of 26.28%, and a uniform pore-throat size of 5Å 

in Diameter, with a particle density of 2.96 g/cm3. For a 45 g sample, the 𝐾𝑐 value is 19.4 from 

Eq. (S21), and therefore 4.9% of the density ratio (1 − 𝐾𝑓) is available for mass transfer from 

Eq. (4).  

The experimental data were captured under a strict temperature control and unitary-gas 

environment, along with a precise measurement of barometric pressure. The experiment was 

run twice, and after the data were collected, 1) we made a rough evaluation of the "Penetration 

Zone" of this sample based on Figs. 5-6. For this molecular sieve sample, the "Penetration 

Zone" is shown in Fig. S1, and the mass transfer in unit time more conforming to a linear state 

(shown as Fig. 5) over a large time range, especially at 100-300s; 2) data in the selected range 

(100-300s) were fitted respectively for the slope from Fig. S2, then slopes were compiled in 

Table SI3-1; 3) permeabilities were calculated using the slope of the fitted curve, and all results 

for LLT, ILT and IET are also shown in Table SI3-1; 4) the results were checked with their 

dimensionless times to verify whether the early- or late-time solutions were used correctly. 

Table SI3-1 clearly shows that the results of IET should be selected for this sample, as the 

dimensionless time is less than 0.024. Note that the data fluctuation shown here was from a 

high resolution (±0.1% for 250 psi) pressure sensor without undergoing a smoothing process; 

meanwhile, for data in the 100-200, 200-300, and 300-400 seconds of experimental duration, 
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100, 200, and 300 seconds respectively were used to calculate the dimensionless times for the 

results in Table SI3-1. 

In addition, the validity of the permeability obtained needs to be verified by using the time 

interval employed in data fitting and the calculated permeability results to calculate the 𝜏 

(Table SI3-1). If the dimensionless time is less than 0.024 (as occurred for the case of molecular 

sieve), the IET solution is selected; if the dimensionless time is greater than 0.024 and 𝐾𝑐 is 

greater than 10, the ILT solution is used; if 𝜏 is greater than 0.024 and 𝐾𝑐 is less than 10, then 

the LLT solution is employed. However, for sample sizes smaller than 1.27 mm, Conflicting 

Results (described in Table 1) occur, and results from this situation are not recommended due 

to poor data quality. 

Table SI3-1. Permeability results of molecular sieve from LLT, IET and ILT 

Fitting 

range (s) 
LLT (m2) 𝜏 -LLT IET(m2) 𝜏 -IET ILT (m2) 𝜏 -ILT 

Slope-

LLT 

Slope-

IET 

Slope-

ILT 

100-200 5.60E-22 0.004 1.02E-21 0.007 5.00E-22 0.003 0.0004 0.0007 0.0004 
200-300 4.20E-22 0.006 5.81E-22 0.008 3.75E-22 0.005 0.0003 0.0004 0.0003 

300-400 2.80E-22 0.006 4.36E-22 0.009 2.50E-22 0.005 0.0002 0.0003 0.0002 
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Fig. S1. Unit pressure change varying with experimental time. 

 

 

Fig. S2. Fitted slopes for each solution; (a) to (c) are results of LLT and ILT, while (d) to (f) of 

IET. 

SI4. Equipment and samples 

The experimental setup in the GPT presented in this study is based on the GRI-95/0496 

protocols (Guidry et al., 1996) and the SMP-200 guidelines from Core Laboratories with the 

gas expansion approach (shown in Fig. S3). In this work, gases (He, Ar, N2, or CO2) with 

different molecular sizes and sorption capacities were tested using two shale core samples (X1, 

X2) from an oil-producing lacustrine formation in the Songliao Basin, China. X1 is used for 

sample size study where X2 used for experiment with different gas. Also, we used the 

molecular sieve to exhibit the practical utilization of the GPT method in SI3. We gently crushed 
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the intact samples with mortar and ground to different granular sizes from 0.34 mm to 5.18 mm 

through a stack of sieves (named here as Size X: 8 mm to #8 mesh; GRI+: #8-#12 mesh; Size 

A: #12-#20 mesh; GRI: #20-#35 mesh; Size B: #35-#80 mesh).  

 

Fig. S3. Scheme of the GPT experiment for granular samples with all the cells and supplies placed inside 

an incubator for temperature control. 

After loading each sample, related accessories (e.g., solid discs or balls for volume control; 

and hence porosity, sample mass, and solution-related) were placed below samples inside the 

cell (Fig. S3). Next, valves 1 and 3 were closed, then valves 2 and 4 were opened for air 

evacuation. Using a precise pressure gauge connected to the reference cell shown in Fig. S3 we 

monitored changes in the pressure. The evacuation time typically lasted at least 15-30 min, and 

then the system was allowed to stabilize for another 15 min. As the moisture content of the 

samples significantly influences the final vacuum, the samples were placed into the sample cell 

immediately after removal from the drying oven set at 60oC for two days and cooling in a low-

humidity desiccator. 

The experiments were conducted at the temperature of 35°C by placing the SMP-200 inside 

an incubator equipped with a high precision temperature-humidity sensor to monitor changes. 



 

84 

 

This is to ensure that the system temperature was always stable (0.05°C over at least 45 mins 

of experimental duration). For temperature monitoring, after evacuation, we closed valves 3 

and 4 followed by opening valves 1 and 2 (shown in Fig. S3) and monitoring the heat 

convection and conduction in the system with the pressure gauge. Normally, the sample was 

placed inside the sample cell in less than 30 sec after opening the incubator and remained at 

least 45 min for the gas pressure to stabilize before the pressure decay test. After the pressure 

was stabilized (0.005 psi for an experimental pulse pressure of 200 psi), it was deemed that 

there was no appreciable additional flow due to temperature variation in the system, as 

indicated by the rebound of the pressure decay curve. After reaching a unitary gas condition 

and stable temperature in the GPT experiment, valves 2 and 4 were closed, and the reference 

cell was filled with the probing gas (mostly non-reactive helium) at 200 psi. Valve 2 was then 

opened to release the pressure in the reference cell into the void volume in the sample cell, and 

the pressure decay for both reference and sample cells were recorded over time. 

SI5. Experimental conditions 

We performed leakage tests by measuring the pressure variation with non-porous solids, 

such as steel balls, as any leakage would cause pressure variations and, accordingly, errors in 

permeability measurements of tight porous samples (Heller et al., 2014). Before the data from 

porous samples were analyzed, the leakage pressure from the steel ball experiment was 

subtracted from the sample data to correct the modest (<5% of the pressure levels used for 

permeability analyses) leakage effect. 

The need for a unitary gas environment (a single gas used in both reference and sample cells) 
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is needed to successfully measure permeability via the GPT method. The relative movement of 

gas molecules in the mass transfer process is driven by the gas density gradient in the system. 

During gas transport, the pressure variance was recorded and used to obtain the permeability 

coefficient. However, when the gas in both cells is different, e.g., helium in the reference and 

air in the sample cells, the mathematical analysis requires a complicated correction accounting 

for the mean molar mass and the average gas dynamic viscosity of the gas mixture. In this study, 

we present the calculation with the viscosity of mixed gases for the GPT in the SI1. Since the 

mixed gas environment is not recommended, air evacuation should be used for a well-

controlled unitary gas environment in the GPT. 

A stable temperature is another critical point to ensure the success of the GPT experiment. 

A sensitive pressure transducer in combination with the ideal gas law, used to establish the 

relationship between pressure and gas volume change, would be a much more convenient and 

precise way than the gas flow meter to determine the gas permeability considering the 

measurement accuracy. According to Amonton's law (Gao et al., 2004), the kinetic energy of 

gas molecules is determined by the temperature, and any changes would alter the molecular 

collision force causing a pressure variation and a volumetric error. The GPT experiments were 

run two or three times on the same sample, and the sample skeletal density at the end of the 

experiment were obtained to check the overall indication of leakage and temperature control. 

The experimental data with relatively large and stable skeletal density (mostly the last run, from 

small but appreciable pressure change to reach stable values) were used. 
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Chapter 4: Shale wettability elucidation using SANS contrast-matching: Heterogeneity and 

overturning at different pore intervals 

 

Abstract  

Wetting properties significantly influence the fluid flow and mass transport in shale, but it 

is difficult to locally and non-destructively identify the wettability at different sub-nano-pore 

scales. In this work, based on the small angle neutron scattering (SANS) experiments, a 

dynamic contrast-matching technique was employed by using various deuterated chemical 

liquids (hydrophilic, lipophilic, and amphiphilic in nature) for pore-space variation 

quantification and wettability identification. We report that (1) shale possesses a complex and 

dynamic wettability for different ranges of pore diameters with a general trend that nanopores 

are more amiable to oil than water; (2) antecedent contact with a specific liquid could convert 

the initial wetting status (e.g., from water-wet to oil-wet or vice versa); and (3) a physical matrix 

expansion & swelling can be induced by the contact with organic solvents, manifesting a 

changing pore size distribution. The SANS method and contrast- matching technique showcase 

their practical utilization in elucidating the interplay of pore structure and wetting 

characteristics in confined nano-pores space. 
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4.1. Introduction 

Fluid flow and mass transport in porous rocks are known to be controlled by their inherent 

pore structure characteristics (Hu et al., 2015a; Javadpour et al., 2007; Wu et al., 2017). The 

detailed structural configuration at microscopic and mesoscopic scales, including both 

geometrical and topological characteristics, are critical to a wide variety of applications of 

porous materials within the context of energy, resource, and environmental stewardship 

(Chaudhary et al., 2011; Monge et al., 2017; Speight, 2012). Taking shale as an example, there 

is an emerging interest in its fluid distribution and flow in nano-confined space around the fine-

grained minerals and organic matter (OM). The intrinsic structural characteristics, such as 

permeability, pore connectivity, and wettability (Loucks et al., 2012; Prakash & Ghosh, 2022), 

are known to have a profound impact on the energy geosciences and engineering applications 

of shales, such as sustainable petroleum development and long-term storage performance for 

gases and nuclear waste (Bustin et al., 2008; Soeder, 1988; Sondergeld et al., 2010). As a result, 

understanding the microscale wetting properties and its connection with transport behaviors at 

macroscopic scales is of enormous interest to the emerging fields of unconventional resources 

and underground carbon/hydrogen storage (Gensterblum et al., 2015a; Hu et al., 2015a; Orangi 

et al., 2011; Ross & Bustin, 2009). 

Small-angle neutron scattering (SANS) is a unique method for wetting behavior 

characterization of tight porous media (Baker & Heller, 2009; Radliński et al., 2000; Radlinski 

& Hinde, 2002). The contrast-matching (variation) technique of SANS (Bahadur et al., 2018; 

Mileeva et al., 2012), for structural studies of multicomponent hydrogen-rich porous systems 

is particularly advantageous, since additional information about the wettability-related open 
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pores, microstructurally distorted structure, and chemical sorption can be obtained by labeling 

the hydrogen atoms of different fluids (gases or liquids) to highlight their scattering 

contribution and heterogeneous distribution in space (Debye, 1947; Debye et al., 1957). 

Moreover, because the scattered neutrons in the small angle and ultra-small angle range render 

a full range of spatial structure information from angstrom to micrometer scales, collectively, 

they are superior for the total pore space quantification in porous media with a wide range of 

pore sizes (Brumberger, 2013; Guinier, 1994).  

In this work, we start by elucidating the fundamental theory of SANS contrast matching 

available for hydrocarbon-rich rock, then perform compatible contrast matching experiments 

using multiple fluids for pore size and wettability characterization. The objectives of this work 

are to enable a better interpretation of the (U)SANS data to elucidate the complex pore structure 

and dynamic wetting characteristics at the confined nanopore space of shale. 

4.2. Samples and Experiments 

Typical lacustrine shale samples from East China were selected for the wetting behavior 

characterization (Table 1). They were chosen with the same value of vitric reflectance Ro but 

in different total organic carbon (TOC) under different depths. The information about mineral 

composition was obtained by X-ray diffraction (XRD), maturity was quantified by 

microspectrophotometer Model QDI302, and total organic carbon (TOC) was obtained through 

Leco CS230 Series Carbon/Sulfur Analyzer. The contact angle was measured for wettability 

using SL200KS automated axisymmetric drop-shape analyzer with the same liquids used for 

contrast-matching (i.e., hydrophilic fluid – deionized water, lipophilic fluid – a mixture of 
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decane, and toluene at a volume ratio of 2:1). 

  



 

97 

 

Table 1. Samples and their basic properties 

Sample 

ID with 

depth (m) 

Ro
§ (%) 

TOC 

before 

SE£ (wt.%) 

TOC 

after SE 

 (wt.%) 

Composition* (wt.%) 

Quartz 
Ortho

clase 

Plagio

clase 
Calcite Ankerite 

Analci

me-C 
Clays Pyrite 

3825 1.05±0.06 1.07 1.08 12.86 9.89 10.19 6.83 23.15 11.08 24.93 – 

4093 1.06±0.07 1.67 1.58 12.68 10.42 23.11 14.36 20.06 – 17.70 – 

2964 1.02±0.05 2.91 2.46 11.94 6.12 4.76 15.05 36.21 3.1 19.90 – 

4048 1.03±0.06 3.98 2.76 10.66 9.60 20.07 11.62 23.33 – 12.96 0.78 

§ Unit for Ro is the % of reflected light at the specified wavelength from a vitrinite maceral immersed in oil.  
£ SE: solvent extraction. The TOC data for sample 3825 after SE could be abnormal with the slight increase. 
* Components percentages have been normalized into 100% of volume fraction with the added TOC as volume fraction 

reflecting the absolute scattering intensity of (U)SANS.   

For the SANS tests, data were obtained from SANS beam station at the Chinese Spallation 

Neutron Source (CSNS) in China, and the BL-6 Extended q-Range (EQ-SANS) Diffractometer 

at Spallation Neutron Source (SNS) of Oak Ridge National Laboratory (ORNL) in the US. The 

applied 𝑞-range was from 0.0044 to 0.59 Å−1, and 0.00429 to 0.74 Å−1, respectively. Table 2 

presents the contrast matching strategies, showcasing the hydrophilic (deionized water H2O), 

lipophilic (n-decane CH3(CH2)8CH3 and toluene C7H8 at a volume ratio of 2:1), and 

amphiphilic (dimethyl methanamide C3H7NO) liquids. In this experiment, the volumetric 

fraction for different liquids was transformed into corresponding mass fraction calculated with 

their density and weighted by a balance with a resolution of 0.01 mg, for a precise liquid volume 

control. Hydrophilic, lipophilic, and amphiphilic liquids are abbreviated as H, L, and A. SI is 

the self-imbibition (spontaneous imbibition of fluid by the porous medium without any external 

drive) under atmosphere using H, L, and A, while HS is the high-pressure saturation for each 

liquid. HCS is the process of high-pressure saturation (70 MPa), centrifugation and SI. For 

example, H-L means that the sample was initially saturated with liquid H under high pressure, 

centrifuged, and then subjected to SI using liquid L. Meanwhile, the term of solvent extraction 
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is abbreviated as SE. In Table 2, the mineral composition of the samples is presented both 

before and after the SE process. 

Table 2. Contrast-matching strategies and sample scattering length density (SLD) 

Sample 

ID 

Sample SLD (×1010 cm-2) 

SE Non-SE SI HS HCS 

Dry Dry H L A H L A H-L L-H A-L A-H 

3825 3.9659 3.9473 

4093 4.0631 4.0400 

2964 4.0173 4.0134 

4048 4.1156     4.1124 

 

For the SLD calculations, as the measure XRD and TOC data is the mass fraction, we 

transfer their mass fraction into the volume percentage of 𝜙𝑚 to be 100% in total using the 

mineral density. The total SLD of 𝜌∗ can be added by each minerals using the formula of 𝜌∗ =

∑𝜌𝑚𝜙𝑚, While 𝜌𝑚 is the minerals SLD which referred from the NIST website available at 

https://www.ncnr.nist.gov/resources/activation/. Subsequently, the SLD of the samples will be 

computed for interpreting the SANS data. Regarding Table 2, the SLD of the dry sample 

(contrast matching samples) and the SE sample were determined independently. 

4.3. Methodologies of contrast matching technique 

The zero average contrast-matching technique employs a specific hydrogen-deuterium ratio 

to mask neutron signals in the connected pore space in the matrix. This technique has been 

widely used since the 1980s (Hammouda, 2010b; Melnichenko, 2016; Price & Skold, 1987). 

For structural studies of rocks using contrast-matching of (U)SANS, we are concerned about 

two aspects of phase state in samples: the space volume and particle size distribution (PSD) of 

shale. After the contrast-matching, the pore space in samples will be a variable parameter 

needed for the Deby invariant function calculation.  
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In 1957, Debye et al. (Debye et al., 1957) introduced the correlation function of 𝛾(𝑟) for 

random scatterers, delineating the scattering length density correlation based on the inverse 

Fourier transformation of the absolute scattering intensity. The 𝛾(𝑟) function can be expressed 

as the density-density correlation function as Eq. 1A or the inversed Fourier transformation of 

absolute scattering with 𝐼𝐴(𝑞) = 𝐹𝑇(𝛾(𝑟)) as Eq. (1B).  

𝛾(𝑟) =

{
 

 
1

𝑉
∫𝜌(𝑟 ′)𝜌(𝑟 ′ + 𝑟)𝑑𝑟 ′        (A)

1

(2𝜋)3
∫𝐼𝐴(𝑞) 𝑒

−𝑖𝑞𝑟𝑑(𝑞3)   (B)

(1) 

where 𝐼𝐴(𝑞)  is the absolute scattering intensity, 𝑞  is the scattering vector, 𝑉  is the system 

volume, 𝜌(𝑟 ′) and 𝜌(𝑟) is the scattering length density at the point specified by the vector 𝑟 ′ and 

𝑟, respectively. 

Then, Debye et al. (1957) elucidated the normalized correlation function of 𝛾0(𝑟) defined 

as: 

𝛾0(𝑟) =
𝛾(𝑟) − 𝛾(∞)

𝛾(0) − 𝛾(∞)
(2) 

where 𝛾(∞)  denotes the invariant function characterized by two points that are infinitely 

distant from each other. In Eq. 2, the difference between 𝛾(∞) and 𝛾(0), termed as < 𝜂2 >, 

can be treated as a invariant parameter and calculated through < 𝜌2 > minus < 𝜌 >2 . For 

isotropic system, < 𝜂2 > can be expressed in one dimension as Eq. 3 

< 𝜂2 > =  
1

2𝜋2
∫𝐼(𝑞)𝑞2𝑑𝑞 (3) 

For the Porod invariant function, the invariant 𝜂2̅̅ ̅ in Eq. 4 represents the integral of the 
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intensity over the reciprocal space. 𝜂2̅̅ ̅ The quantity 𝜂2̅̅ ̅  represents the second moment of the 

scattering intensity and is related to the mean square of the Scattering Length Density (SLD, 

irrespective of the aggregation of pores (Debye et al., 1957). 

𝜂2̅̅ ̅ =
1

2𝜋
∫  𝐼𝐴(𝑞)𝑞

2 = 𝜙1𝜙2(𝜌1 − 𝜌2)
2 (4) 

Fig. 1 shows the basic principles of Eq. 4 for volume fraction quantification through the 

Porod invariant function. 𝜙1 and 𝜙2 in Eq. 4 represent the two phase's volume fraction in the 

sample, corresponding to the matrix and void space volume of rock, respectively. In the context 

of the rock system, Fig. 1a displays the sample's pore spaces prior to contrast-matching. In 

contrast, Fig. 1b showcases the sample post contrast-matching, where the blue-colored pore 

spaces are filled with the contrast-matching liquid. And the scattering intensity before and after 

the contrast matching will be measured as 𝐼𝐴,1(𝑞) and  𝐼𝐴,2(𝑞), respectively. 

  

Figure 1. Porod invariant interpretation for different dispersity and volume situations. 𝑉𝑚, 𝑉𝑎, and 

𝑉𝑛𝑎 represent the shale matrix, accessible, and non-accessible pore spaces.  

Regardless of the deuterated liquid used for liquid immersion, after contrast matching, the 

sample remains as binary systems being identified by the average SLD difference between the 

matrix and pore space, as the prerequisite of using the Porod invariant function calculation 

(Debye et al., 1957; Mastalerz et al., 2012b). In contrast-matching experiments, the 

unpredictable penetration volume of deuterated liquid complicates SLD determination. 
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However, the < 𝜂2 >  will denote us an averaged SLD change before and after contrast 

matching (named as < 𝜂2 >𝑏   and  < 𝜂2 >𝑎 , separately) based on Eq. 3, which can be 

calculated as:  

{
< 𝜂2 >𝑏= 𝜙𝑚(1 − 𝜙𝑚)𝜌𝑚

2

< 𝜂2 >𝑎= 𝜙𝑛𝑎(1 − 𝜙𝑛𝑎)
3𝜌𝑚

2
(4) 

where 𝜙 is the porosity, 𝜌 is the SLD, the subscript of 𝑚, 𝑎, and 𝑛𝑎 denote the properties in the 

matrix, accessible, and non-accessible pore spaces of the rock system, respectively. 

From the invariant function of Eq. 4, we can derive Eq. 5 to accurately obtain the deuterated 

volume of 𝜙𝑎. Among them, we assume  𝐼𝐴,1(𝑞) and  𝐼𝐴,2(𝑞) were obtained with the same 𝑞 

range and testing conditions (the same wavelength, detector distance setting, and background)  

∫  𝐼𝐴,2(𝑞)𝑞
2

∫  𝐼𝐴,1(𝑞)𝑞2
=
𝜙𝑛𝑎(1 − 𝜙𝑛𝑎)

3

𝜙𝑚(1 − 𝜙𝑚)
≅

𝜙𝑛𝑎
𝜙𝑛𝑎 + 𝜙𝑎

(5) 

For the SLD calculation, we designated the sample's matrix SLD as 𝜌𝑚, and treated the SLD 

of air to be approximately at zero; therefore, the total SLD contrast ∆𝜌 will be 𝜌𝑚. The average 

total SLD of 𝜌∗ conforms to the linear superposition as 𝜌∗ = ∑𝜌𝑖𝜙𝑖. Here, 𝜙𝑖 is the volumetric 

fraction for each component of shale matrix. After contrast-matching, the volume 𝑉𝑎 in Fig. 1a 

had been saturated with a fraction of 𝜙𝑎, then, based on the equation of 𝜌∗ = ∑𝜌𝑖𝜙𝑖, the new 

average SLD difference between matrix and void space became 𝜌∗ = 𝜌𝑚(1 + 𝜙𝑎), and a 

precise 𝜙𝑎 can be determined from Eq. 5, then the actual SLD can be obtained and used for 

consequent volume interpretation.  

4.4. Results and discussion  

4.4.1 Anisotropic analyses    
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Shale is deposited in anisotropic ways as strata stress for 𝜎1 (maximum stress), 𝜎2 (middle 

stress), and 𝜎3 (minimum stress) are different with normally 𝜎1 > 𝜎2 ≅ 𝜎3 (Zhang & Hu et al., 

2021b; Zoback et al., 2003). Thus, in terms of pore heterogeneity, for a profile perpendicular 

(vertical) to the strata layer, pores are hardly rounded in two-dimensions as the compaction is 

controlled by 𝜎1; while for direction parallel the layer direction, pores could be more rounded 

since 𝜎2 ≅ 𝜎3 (Jaeger et al., 2009; Zoback et al., 2003). The two-dimensional patterns for the 

four samples depicted in Fig. 2 show structures originating from the rock, either in a vertical 

(V direction) or parallel (P direction) orientation relative to the bedding layer.  

The measuring structure direction has been marked in Fig. 2. The overall trend is that the 

pore structure from the P direction is less heterogeneous (the two-dimensional data pattern 

tends to be more rounded) than in the V direction for all four shale samples. Among them, 

Sample 4093 seems to be the most heterogeneous one for both directions, unlike Sample 4048, 

which is more homogeneous in the P than V direction as the two-dimensional pattern has been 

stretched in a more significant way. Moreover, detailed information from the two-dimensional 

pattern from Sample 3825-V was extracted and shown in Fig. 2a-d. Fig. 2a is the most 

frequently used SANS scattering curve after the average azimuthal in all directions cross the 

section. This relies on an assumption of homogeneity for the samples. However, a sliced 

annulus area (between two white dash lines of Sample 3825-V) shows that the intensity would 

fluctuate and change to be almost two times larger (from 22 cm-1 to 42 cm-1) if the sample 

exhibits homogeneity in all three dimensions. The scattering intensity in Fig. 6c-d of V and P 

directions exhibit different curve pattern and fractal (slope) behavior.  
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Figure 2. Anisotropic analyses from 1D and 2D scattering patterns of (U)SANS.  

4.4.2 Data interpretation and porosity before and after the contrast matching 

As aforementioned, four samples were measured with dry, solvent extraction, SI, HS, and 

HCS states. All the measured data were compiled into Fig. 3a-b. The increased incoherent 

scattering brings out the effects of the lower fractal dimension in the high 𝑞 region, as being 

judged for its smaller slope. Besides, the background after the high-pressure compression (HC) 

is more obvious than the self-immersion (SI) samples, as the scattering intensity at high 𝑞 for 

HC sample exhibits higher intensity compared with SI sample, indicating that more liquids 

seem to migrate into (smaller) pore spaces.  
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Figure 3. Compiled scattering patterns of SANS for experiments presented in Table 1 for (a) data 

before centrifugation and the dry sample at different thicknesses in the V direction; and (b) data after 

centrifugation and for the samples in the P direction after solvent extraction. The contrast-matching 

increases the incoherent scattering in the background up to ten times, with the background intensity to 

be 0.1 cm-1 for the dry samples, while 1 cm-1 for contrast matching samples. 

Mathematically, the absolute scattering intensity of 𝐼𝐴(𝑞) in Fig. 3 can be expressed as 

𝐼𝐴(𝑞) =
1

𝑉
〈|∑ 𝑒𝑖𝑞∙𝑟𝑖

𝑁𝑝

𝑖=1

∑ 𝑏𝑖𝑗𝑒
𝑖𝑞∙𝑥𝑗

𝑗

| 

2

〉 (6) 

where 𝑁𝑝 is the total particle number. The position vector 𝑟𝑖  and 𝑥𝑗  represent the scattering 

center of particle 𝑖, and the particle relative to the scattering center particle 𝑖. Terms 𝑏 is the 

scattering length for atom 𝑗  in particle 𝑖 , and 𝑉  is the sample volume across the beam. 

Specifically, vector 𝑥𝑗 represents the position information for each single atom in the particle, 

while 𝑟𝑖 detonates the spatial correlation for particles' relative position. For Eq. 6, the form 
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factor 𝑃(𝑞)  gives the expression of |∑ 𝑏𝑖𝑗𝑒
𝑖𝑞∙𝑥𝑗

𝑗 |
2

 which contains information about the 

contrast, volume, and shape of particles. While the particles’ relative position can be expressed 

as the structural factor 𝑆(𝑞) to represent the summation of |∑ 𝑒𝑖𝑞∙𝑟𝑖
𝑁𝑝
𝑖=1

|
2

. Taking the measure 

absolute intensity into the derived formula of Eq. 5 and using the polydisperse spherical pore 

model (Radlinski, 2006) in Nika package provided by Jan Ilavsky (Ilavsky, 2012), the porosity 

was calculated and compiled in the histogram for saturated (Fig. 4) and centrifuged-saturated 

samples (Fig. 5).  

Notably, the porosity depicted in Figs. 4 and 5 corresponds to the liquid non-accessible 

space of 𝜙𝑛𝑎   as marked in Fig. 1 after the contrast matching (except the dry and solvent-

extracted samples), and a smaller porosity value would indicate a better transport ability for a 

certain liquid. Several features can be revealed from the analyses of the deuterated liquid for L, 

H, and A immersion test before centrifugation in Fig. 4. First, V-direction samples have a larger 

representative elemental volume (the smallest volume over which a measurement can be made 

that will yield a value representative of the whole sample) value (the SANS intensity has been 

normalized with the sample volume) than the P-direction samples since the P-direction sample 

porosity is significantly lower than the V-direction samples for 2964, 3825, 4048, and 4093. 

Secondly, the porosity values for samples are in the order of 2964 > 3825 > 4048 > 4093. The 

porosity for Samples 2964, 3825, 4048, and 4093 are 7.8%, 4.9%, 4.3%, and 4.0%, with the 

non-accessible porosity at 51.3%, 57.1%, 37.2%, and 40.0%, respectively. Thirdly, the 

wettability characteristics of liquid-shale systems exhibit an order of A > L > H, which 

conforms well to the independent liquid-air contact angle tests that the sample is more amiable 



 

106 

 

to oil than water as shown in Fig. 6, the contact angle values of H range from 16–76° (typically 

16–19°) and L from 13–18°, indicating that these samples are in the intermediate wettability 

state between water and oil-wet but more towards oil-wet. 

 

Figure 4. Porosity values for dry and deuterated samples before centrifugation for V and P testing 

direction. The SI(A), SI(L), SI(H), and HS samples were taken from V-direction. The blue color column 

shows abnormal data from an exorbitant porosity, which has not been considered for follow-on analyses. 

Fig. 5 presents the results of the centrifuged-saturated samples for three distinct deuterated 

liquids. Notably, SI(A) was compromised for Samples 4048 and 4093 due to sample breakage 

Meanwhile, no distinct patterns appear for Sample 4093, probably owing to its small porosity 

value. Two significant conclusions have been made. Firstly, enhancement effects are evident 
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from the second immersion of HCS(A-L) and HCS(A-H) compared with the first immersion 

of SI(L) and SI(H). That is, with the pre-existing liquid A, the sample immerses more L and H 

than in the first SI run, with increases of 2.3% (29.5% of total porosity) for L and 1.9% (24.4% 

of total porosity) for H in Sample 2964, and increases of 0.5% (10.2% of total porosity) for L 

and 0.9% (20.0% of total porosity) for H in Sample 3825. Secondly, also the most significant 

one, is that the pre-existing liquid could play a reversal (overturning) role in the sample's 

wettability. For example, from the comparison with HCS(H-L) and HCS(A-H) for Samples 

2964 and 3825, the sample with liquid H immersed more volume than sample contacted with 

liquid L, which became more hydrophilic (different from the samples' original wettability) after 

the H was changed to A while L was changed to H. The results indicate that during the liquid 

migration in the shale matrix, a pre-contact of the amphiphilic liquid (like using the amphiphilic 

fracturing fluid) would potentially modify the wettability and hence the movement of 

hydrophilic and lipophilic liquids in the reservoir; which provide a meaningful potential 

technique for wettability modification for enhanced oil and gas recovery. 
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Figure 5. Porosity results for dry and contrast matching samples after centrifugation; the second 

column in HCS(H-L) and HCS(L-H) is the non-centrifuged value of SI(L) and SI(H) in Fig. 8a. The 

blue color column shows abnormal data from an exorbitant porosity, which has not been considered for 

follow-on analyses. 
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Figure 6. The contact angle for samples tested before and after solvent extraction, using liquids H 

and L. 

4.4.3 Space heterogeneity with different wetting behavior 

In this section, we elucidate and interpret porosity across various pore intervals to enhance 

understanding of fluid distribution and movement heterogeneity in multiphase systems, as 

illustrated in Figs. 7-8. Fig. 7 shows that, for four samples, the self-immersion of H-liquid tends 

to appear at the intervals of 5-100 nm, while L-liquid prefers the interval of 50-100 nm. Based 

on the contact angle analyses, the results for L across the four samples show minimal variation, 

ranging between 13° and 18°. In contrast, for H-liquid, there is a noticeable difference: Samples 

2964 and 4048 register at 16° and 19°, respectively, whereas Samples 3825 and 4093 measure 

at 35° and 76°, respectively. Since nanopores are predominantly found in the OM, they 
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facilitate the easy movement of L-liquid into the shale's smaller pores. This results in localized 

heterogeneity in liquid distribution. Meanwhile, we notice that fluid can be self-migrated into 

the pore spaces under 20 nm if the sample is strongly wet for fluid L, or even H; on the contrary, 

after the H-liquid contact angle increases to 35° and 76° for Samples 3825 and 4093, the 

accessible volume from self-immersion (Va in Fig. 5) changes dramatically that hardly any 

fluid movement can be observed at 5-20 nm and also 20-50 nm, where H only appears in pore 

diameters of 50-100 nm. 

 

Figure 7. Porosity distribution in the different pore size ranges; some of the SI(H) porosity is slightly 

higher (less than 0.1%~0.2%) than the dry sample for Samples 3825 and 4048, which will be analyzed 
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further in section 4.4.3 for swelling mechanism. 

The centrifuged-saturated sample exhibits changes in local pore distribution with several 

notable features. Compared with Fig. 6, more complicated behavior is observed in Fig. 8. After 

exposure to liquid A, there is a notable increase in fluid immersion compared to the dry sample, 

particularly in Samples 2964 and 3825. The primary reduction in volume is observed in the 5-

20 nm range, which is associated with OM-hosted pores. (Boyd et al., 1988; Tissot et al., 1974). 

Similar to the phenomena of wettability turn-over between HCS(H-L) and HCS(A-H) for 

Samples 2964 and 3825, within the 5-20 nm pore diameter range, a significant amount of liquid 

is absorbed, making HCS(A-H) more receptive than HCS(H-L). 
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Figure 8. Porosity distribution within the different pore intervals before and after the contrast 

matching with various liquids. 

4.4.3 Wetting mechanism and sample swelling 

The wetting behavior characterization is essential in petroleum exploration, especially for 

shale with mixed wettability at micron scales. Wettability can influence oil production, oil and 

water ratio, and residual oil saturation at post-production (Roshan et al., 2016; Wu et al., 2017). 

With multiple wettability concepts, we take the definition from Berg in 1993 (Berg, 1993) that 

"wettability refers to the response evinced when a liquid is brought into contact with a solid 
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surface initially in contact with a gas or another liquid," which means that the wettability 

behavior changes in the process of liquid spreading over the surface, the migration of liquid in 

the porous medium, and the displacement between liquid (Abdallah et al., 1986; Feder, 2013).  

The fluid-solid wetting behavior is different from that in fluid-fluid interactions. Specifically, 

the primary driving force for two-fluid phase flow in porous media is the capillary force that 

rises from the surface between the second fluid and the first one, and the pressure difference of 

the driving force 𝑝1 and 𝑝2 can be expressed as the prominent Eq.(7) (Feder, 2013):  

|𝑝1 − 𝑝2| = 𝜎(
1

𝑅𝑥
+
1

𝑅𝑦
) (7) 

where 𝜎  is the surface tension, 𝑅𝑥  and 𝑅𝑦  are two radii of curvature changing at the pore 

surface which controlled by contact angle. For a detailed description, see Feder (2013), page 

43.   

The surface energy is determined by the dispersion (van der Waals) forces for the surface 

tension, a changing surface tension typically happens with the alteration of the fluid cohesion, 

for instance, under changing temperature or pressure conditions. However, surface tension is 

determined by the polarity of leading minerals in the multi-mineral phased shale system, which 

would be influenced and complicated by the uneven distribution of mineral composition in the 

local area of micron ranges (Treiber & Owens, 1972). As demonstrated in Figs. 7 and 8, SANS 

has successfully revealed the dynamic and heterogeneous wetting behavior with the merit of 

distribution discrimination using contrast matching at the sub-mm sample and down to 1 nm 

pore-matrix scales. 

Besides, sample swelling was observed after solvent extraction and high-pressure saturation, 
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and we interpret this from two aspects. (We like to emphasize again that the porosity values of 

HSC or H are the volume of 𝜙𝑎 as shown in Fig. 1, only the dry and SE samples represent the 

actual porosity value.) On the one hand, except for Sample 2964, the HSC values in Fig. 8 

closely align with the dry values, more so than the initial SI values presented in Fig. 6. On the 

other hand, the solvent-extracted porosity is significantly lower than the dry sample, which is 

contrary to the intuitive. Specifically, the liquid immersed volume is almost close to the total 

dry porosity, which is unrealistic as approximately 50% of pore spaces are isolated for these 

four samples. In specific, the new liquid absorbed volume should not exceed the total porosity, 

owning to the existence of the isolated pores. Thus, the increased 𝜙0, or the decreasing porosity 

after solvent extraction, indicates a possible matrix swelling in the sample after the solvent 

extraction and the high-pressure saturation using deuterated liquids. The decreasing porosity 

of solvent-extracted samples has also been mentioned in previous studies by accounting for the 

irreversible dilation effect, which tends to happen in shale samples with low TOC and high 

clay-minerals contents. 

The solvent extraction treatment will mobilize the saturated, aromatic, resin, and asphaltene 

in shale samples (DiStefano et al., 2016). However, no consistent formula for asphaltene has 

been put forward in the literature which bring the difficulties for the SLD calculation, as it 

contains various components, as shown by previous studies (Adams, 2014; Lagaly et al., 2006; 

Sheu, 2002). For contrast-matching, samples were immersed in the organic solvent for long 

hours to days. The soak time for SI of the dry sample and high-pressure saturation was 12 h, 

while SE was five days. Since a larger C/H ratio will control the SLD more substantially  

(Radliński et al., 2000). a more prolonged extraction will lead to heavier hydrocarbon with a 
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large C/H ratio being dissolved and migrated off. However, owing to a low percentage of TOC 

(except for Sample 4048), the solvent extraction did not mobilize much OM, as evidenced by 

the TOC results post-SE presented in Table 1. Thus, the OM percentage has not changed much, 

and samples remained with roughly the same SLD value before and after the solvent extraction. 

However, it is certain that the long duration and high-pressure condition of the sample and 

organic solvent contact lead to the phenomena of sample dilation. We attribute the dilation to 

matrix dilation manners of clay minerals and describe the dilation from physical and chemical 

reactions aspects as discussed below. 

The physical interactions between clays and the organic solvent can be categorized into 

three aspects (DiStefano et al., 2016; Kowalska et al., 1994). The first one is organic adsorption, 

which is controlled by Coulombic forces and shown in the interlayer of clay minerals as 

intercalation (Jaynes & Boyd, 1990; Kowalska et al., 1994). The second is the polar interactions 

induced by hydrogen bonding and governed by electrons (DiStefano et al., 2016). While the 

third one is the hydrophilicity of bentonite group clays and their expansion when exposed to 

water. The reduced fluid movement in HCS(H-L) compared to HCS(A-L) can be attributed to 

the third mechanism. This mechanism posits that water molecules surround the cations situated 

between mineral strata and attached to the outer surfaces of clays. These embedded water 

molecules, by coordinating with metal cations, influence the electron transfer mechanisms, 

potentially hindering the interactions between clays and organic solvents.  (DiStefano et al., 

2016). In addition to the physical reactions, the chemical reaction principles (Kowalska et al., 

1994) between clays and organic solvent are described as (1) complex molecular structure, 

such as weight and chain length, (2) multiple functional groups present in the organic molecules, 
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such as hydrophobic groups, positively charged groups, negatively charged groups, 

electronegative groups, and pi bonds, and (3) configuration of the organic molecules (e.g., 

kerogen, bitumen, hydrocarbons) and aqueous phase as presented by Kowalska et al. (1994) 

(Kowalska et al., 1994). Based on the physical and chemical reaction principles, the partial 

dissolution of OM will occur which will result in a smaller pore diameter or even a variation 

of the PSD due to the matrix dilation as observed by DiStefano et al. in 2016 (DiStefano et al., 

2016), with the physical mechanism is the essential reason for causing the decreased porosity 

after solvent extraction or the HCS operation.  

4.5. Conclusions 

Nanopore structure and wettability is of great significant for fluid distribution and 

movement in confined pore space of shale. Based on the (U)SANS method and contrast-

matching technique, we investigated shale pore structure and wettability using multiple wetting 

fluids with sophisticated testing strategies. The theoretical principles of SANS applicable for 

hydrogen-rich geological media were discussed together with the Debye invariant function. 

From the analyses, the researched shale samples show a complex wetting behavior. 

Specifically, distinct wettability has been observed across different pore ranges, manifesting 

intricate wetting characteristics.; and the antecedent wetting status can be converted (changing 

from water-wet to oil-wet or vice versa) because of subsequent liquid contact. Besides, swelling 

of the shale matrix could change the PSD, which is mainly induced by physical interaction of 

fluid-shale. The overall trend is that nanopores (especially for 5-20 nm) are more wettable for 

oil than water. The pre-existing liquid film is essential in reinforcing or converting the 



 

117 

 

wettability of original sample, indicating a practical application for petroleum recovery. Also, 

shales show complicated and heterogeneous wetting behavior, such as that the strongly 

hydrophilic & lithophilic samples, and strongly hydrophilic & weakly lithophilic samples 

behave differently at different pore ranges after liquid immersion. 
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Chapter 5: Conclusions 

This dissertation presents the poromechanics studies of rock media regarding the rock 

properties of wettability, permeability, and failure behavior under fluid-solid coupling 

processes. Chapter 2 provides analyses of true-triaxial hydraulic fracturing of granite samples 

for an enhanced geothermal system to describe the methodologies for true triaxial hydraulic 

fracturing tests, the thermal behavior and hydraulic properties of samples, and the thermal 

effects & indoor experimental indication for field development. Chapter 3 presents an 

integrated technique for rapid gas permeability measurement of tight rock media, by discussing 

the mathematical solutions for gas permeability of granular samples, practical usages of 

algorithms for the Gas Permeability Tester (GPT), and the influence of kinetic energy on gas 

transport behavior. Chapter 4 delves into the elucidation of shale wettability using Small Angle 

Neutron Scattering (SANS) contrast-matching to investigate the heterogeneity and overturning 

at different pore intervals, providing insights into the anisotropic analyses, porosity before and 

after the contrast matching, and space heterogeneity with different wetting behavior. In 

summary, the integrated research presented in this dissertation contributes to the improved 

understanding of complex rock systems.  

For future studies, the jump discontinuity phenomena and the permeability scale dependent 

effect will be analyzed based on the continuum mechanism. Moreover, the combined (U)SANS 

with the self-designed high-pressure cell will be used to perform the poroelastic study regarding 

the fluid-solid coupling process, for the better understanding of fracture abundant matrix 

properties during the hydraulic fracturing.
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