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ABSTRACT

WHEN BRAIN MEETS ARTIFICIAL INTELLIGENCE

LU ZHANG, Ph.D.

The University of Texas at Arlington, 2024

Supervising Professor: Dr. Dajiang Zhu

When we review the history of development of artificial intelligence (AI), we will

find that brain science plays a pivotal role in fostering breakthroughs in AI, such as ar-

tificial neural networks (ANNs). Today, AI has made remarkable strides, particularly

with the emergence of large language models (LLMs), surpassing expectations and

achieving human-level performance in certain tasks. Nonetheless, an insurmountable

gap remains between AI and human intelligence. It is urgent to establish a bridge

between brain science and AI, promoting their mutual enhancement and collabora-

tions. This involve establishing connections from brain science to AI (brain-inspired

AI), and reversely, from AI to brain (AI in brain science).

For this purpose, in this thesis, we aim to 1) take advantages of the power-

ful capabilities of cutting-edge AI techniques to explore the intricacies of the brain,

including both normal brain and brain disorders; and 2) leverage the superior orga-

nizational principles of brain networks to inspire and guide the design of AI models.

My research in the two directions has opened new frontiers for brain science and

AI research: 1)Exploring the foundational organizational principles of human brain

with AI techniques. We develop expressive and effective deep learning models that
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can capture the non-trivial brain structure–function relationship at individual level;

2) Identifying imaging-based biomarkers of brain dementia and modeling the contin-

uous brain disease progression using AI techniques. We develop multi-modal deep

neural networks to integrate multiple types of brain network connectome and char-

acterize their deep relationship as an “individual connectome signature” for brain

disease study. We also propose novel structure learning methods to model the contin-

uum of disease progression; 3) LLMs in neuroscience and healthcare domain. LLMs

are at the forefront of AI, which have change the paradign of model design. To

explore how to unlock the potential benefits of LLMs in neuroscience and improve

healthcare outcomes, we have developed effective approaches to tailor these models

to the unique requirements of the specialized domains. 4) Pioneering research in

brain-inspired AI. We conduct post hoc analysis to explore the connections between

artificial neural networks (ANNs) and biological neural networks (BNNs), laying a

solid foundation for brain-inspired AI. Building upon these findings, we proactively

instill the organizational principles observed in BNNs into ANNs and develop more

powerful ANNs.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

When we review the history of development of artificial intelligence (AI), we will

find a close connection between brain science and AI. The earliest substantial work in

the field of AI was done in the mid-20th century by the British logician and computer

pioneer Alan Mathison Turing. In one of his papers [6], Turing asked “can machines

think”? He aims to create machines with human-level or even higher intelligence,

which are capable of performing a wide range of intellectual tasks that humans can

do. This is recognized as the beginning of AI. Therefore, AI has a close connection

with brain from its very outset. Later, the microstructure inside the human brain

observed by the light microscopy inspired the perceptron [7], which is the founda-

tion of multi-layer artificial neural networks (ANNs). The convolution property and

multi-layer structure of brain visual cortex inspired the convolutional neural networks

(CNN), the dominant architecture in the computer vision (CV) domain before the

emergence of transformer architecture [8, 9]. The attention mechanism in the human

brain, discovered using the positron emission tomography (PET) imaging, inspired

the attention module [10], which is a key component in transformer. The working

memory discovered using functional magnetic resonance imaging (fMRI) inspired the

memory module in deep learning models, contributing to the development of long

short-term memory (LSTM) [11]. Although there have also been some explorations

of AI that are independent of brain science, the latter plays a pivotal role in fostering

breakthroughs during the development of AI. The research findings in brain science
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reveal important insights related to the principles of intelligence, which can inspire

significant theoretical and technological advancements in AI community.

On the other hand, the relationship between brain science and AI is not unidi-

rectional; it’s not just about brain science inspiring AI. AI techniques can also serve as

powerful tools to advance the comprehension of the brain. The human brain is widely

considered as one of the most intricate and advanced information-processing systems

in the world, with billions of neurons connecting into an exceptionally complex net-

work that allows for the proliferation of intelligence. Conventional computational

methods, such as graph theory and statistical modeling, are limited in their ability to

process highly complex brain networks. AI techniques, including machine learning,

deep learning, and the latest large language models (LLMs), have show significant

superiority in capturing underlying patterns within complex input data, achieving

notable successes across various domains. Particularly noteworthy are LLMs, the

latest generation of AI, which have change the paradigm of model design. LLMs

are primarily pretrained on general-domain datasets, and their performance in spe-

cialized fields, such as brain science or neuroscience, remains incompletely evaluated.

The application of LLMs in these domains faces new challenges. Therefore, exploring

how to effectively apply advanced AI techniques, including both traditional ANNs

and LLMs, to the field of brain science to better study and comprehend the brain is

a crucial research topic.

Another important problem is how to leverage the prior knowledge and organi-

zational principles discovered in brain to inspire the development of new ANNs and

boost their performance. As our understanding of the brain advances, we will discover

new superior organizational principles within brain networks. How to effectively in-

tegrate these principles into ANNs remains an open question. Currently, there have

been some attempts for this problem. For example, You et al. [12] conducted qual-
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itatively post-hoc analysis and found that the best-performing ANNs surprisingly

resemble biological neural networks (BNNs), which indicates that ANNs and BNNs

may share some common principles to achieve optimal performance in either machine

learning tasks or cognition/behavior processes. Although this work provided new in-

sights about connections between BNNs and ANNs, it didn’t explore how to instill

the organization principles of BNNs into ANNs.

To address these challenges and bridge the brain science and AI to foster their

mutual enhancement and collaboration, we conducted a series research work, focusing

on three major problems: 1) AI in brain science. In this part, we tailored/developed

novel AI models to explore the foundational organizational principles of human brain

and investigate various brain disorders. 2) LLMs in neuroscience and healthcare. In

this part, we conducted a series research work to explore how to unlock the poten-

tial benefits of LLMs in neuroscience and improve healthcare outcomes. We have

developed effective approaches to tailor these LLMs to the unique requirements of

specialized domains. 3) Brian-inspired-AI. In this part, we firstly conducted post hoc

study to discuss the commonalities shared by BNNs and ANNs. Then based on the

findings, we further proactively instilled the general organizational principles of brain

networks into ANNs and designed new ANN architectures.

In general, brain science can offer valuable insights into the development of AI

from the perspective of biological intelligence. Conversely, AI can sever as a powerful

computational tool to deepen our understanding of brain, including both normal brain

and brain disorders. This thesis paves the road for future studies in bridging the two

domains.

3



1.2 Thesis Outline

The thesis focuses on three major problems: 1) AI in brain science, discussed in

Chapter 2, Chapter 3, andChapter 4 ; 2) LLMs in neuroscience and healthcare,

explored in Chapter 5 and Chapter 6; and 3) Brian-inspired-AI, investigated in

Chapter 7 and Chapter 8. The details of each chapters are as follows:

In Chapter 2, we introduced the application of ANNs into exploring the fun-

damental organizational principles of brain networks. We integrated multiple graph

convolutional networks (GCNs) into generative adversarial network (GAN) as graph

filters and proposed a novel graph-based GAN model – MGCN-GAN. MGCN-GAN

was used to model the relationship between brain structural network and functional

network at individual level. Our findings indicate that there may exist a common

regulation between specific brain structural and functional architectures across indi-

viduals.

In Chapter 3, we investigated the ANNs in the study of the brain disease

– Alzheimer’s Disease (AD). Jointly analyzing multimodal brain imaging data pro-

vides an irreplaceable opportunity to leverage the complementary information across

different modalities for an in-depth study of brain disorders. In this chapter, we

introduced a novel graph-based deep neural network – Deep Connectome, to simulta-

neously model individual structural and functional networks for brain disease analysis.

The major advantage of the Deep Connectome is its capability to integrate multiple

types of network connectome and characterize their deep relationship as an “individ-

ual connectome signature”.

Another significant challenge in the study of brain diseases, particularly neu-

rodegenerative disorders such as Alzheimer’s disease (AD), arises from the extended

preclinical phase, which spans from clinical asymptomatic stages to severe impair-

ment. Current classification models that enforce a binary decision over two or multi-
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ple clinical groups may be suboptimal due to overlooking the continuous nature of the

disease progression. To address this problem, in Chapter 4, we developed a novel

structure learning method to model the continuum of AD progression as a tree-based

trajectory. With the learned tree-based representation of AD progression, we can

accurately predict a new individual patient’s clinical status by projecting its brain

networks back to this tree structure and examining the projected location within the

entire AD spectrum. Moreover, the proposed framework is a general one that can be

applied to various diseases.

In Chapter 5, we delved into the tokenization and embedding of brain net-

works. Tokenization and Embedding serve as the foundation for LLMs. They provide

a way to divide the input data into basic units and represent them in a unified rep-

resentation form that the model can understand and learn from. However, different

from regular text or image data, the elements within brain networks, including the

network nodes and edges, are typically specialized landmarks or locations on the cere-

bral cortex, posing challenges for direct tokenization and embedding. In this chapter,

we leveraged the intrinsic relationships between the nodes within brain networks to

introduce a novel indirect embedding method. Utilizing this method, we successfully

addressed a longstanding correspondence problem in neuroscience.

In Chapter 6, we explored the application of LLMs in healthcare domain.

LLMs are primarily pretrained on general-domain datasets, and their performance

in specialized fields such as healthcare remains incompletely evaluated. To address

this problem and to unlock the potential benefits of LLMs in improving healthcare

outcomes, in this chapter, we conducted extensive assessments across various real-

world tasks in healthcare domain. Through these evaluations, we scrutinized a key

question: whether model designs should be generic or domain specific.
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In Chapter 7, we adopted post hoc analysis to compare the similarity between

the graph structures of Vision transformers (ViTs) and various real BNNs. Specif-

ically, we proposed a novel unified and biologically plausible relational graph repre-

sentation of ViTs. We explored the relevance between the relational graph structures

of ViTs with their predictive performance and found that the model performance

is closely related to the graph structures. We also compared the relational graph

structures of ViTs with those of real BNNs derived from brain science and found that

relational graph representations of top-performing ANNs have high similarity with

real BNNs. In addition, our experimental results indicate that models similar with

the more advanced biological brain networks perform better.

The findings in Chapter 7 inspired us to proactively instill organization prin-

ciples of BNNs into ANNs. In Chapter 8, we leveraged the Core-Periphery (CP)

organization, which is widely existed in human brain networks and plays an important

role in the efficienct information transmission, to guide the information communica-

tion mechanism in the self-attention of ViT and propose a novel CP-ViT model. In

CP-ViT, the attention operation between nodes is defined by a sparse graph with a

Core-Periphery organization, where the core nodes are redesigned and reorganized to

play an integrative role and serve as a center for other periphery nodes to exchange

information.

In Chapter 9, we concluded the whole dissertation and discussed future works.
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CHAPTER 2

RECOVERING BRAIN STRUCTURAL CONNECTIVITY FROM FUNCTIONAL

CONNECTIVITY VIA MULTI-GCN BASED GENERATIVE ADVERSARIAL

NETWORK

We started by discussing the application of ANNs to explore the fundamental

structure-function relationship in brain networks. Uncovering the non-trivial brain

structure–function relationship is fundamentally important for revealing organiza-

tional principles of human brain. However, it is challenging to infer a reliable rela-

tionship between individual brain structure and function, e.g., the relations between

individual brain structural connectivity (SC) and functional connectivity (FC). Brain

structure–function displays a distributed and heterogeneous pattern, that is, diverse

functionalities arise from non-overlapping sets of anatomical connections. This com-

plex relation can be interwoven with widely existed individual structural and func-

tional variations. Motivated by the advances of generative adversarial network (GAN)

and graph convolutional network (GCN) in the deep learning field, in this chapter,

we proposed a multi-GCN based GAN (MGCN-GAN) to infer individual SC based

on corresponding FC by automatically learning the complex associations between

individual brain structural and functional networks.

2.1 Introduction

A fundamental question in neuroscience is how to understand structure-function

relationship of human brain. It is widely believed that brain structural architecture

provides the substrate where rich functionality arises from, and therefore, the dynam-
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ics of brain function are closely related to the relatively fixed structure organization.

Numerous studies confirmed that brain structure can determine, at least partially,

brain functional patterns. For example, the concept of “connectional fingerprint” [13]

suggests that each brain’s cytoarchitectonic area has a unique set of extrinsic inputs

and outputs, which largely determine the function that each brain area performs.

This close relationship between structural connection pattern and brain function has

been confirmed and replicated in many literatures. For example, our previous work

[14, 15, 16] proved that the same functional regions tend to possess consistent struc-

tural connectivity patterns across different individuals and populations. Koch et al.

[17] directly compared brain structural connectivity (SC) and functional connectivity

(FC) and found that regions which directly linked by structural connectivity show

high functional connectivity. Skudlarski et al. [18] reported a significant overall

agreement between SC and FC by calculating the partial correlation between the two

global matrices. Some other studies implemented computational models to study the

brain structure-function relationship at macroscale [19, 20], mesoscale [21], and mi-

croscale [22]. A consistent result achieved by these studies is that strong functional

interactions tend to be accompanied with strong structural connections. On the other

hand, some studies also found that parts of the FC may be not supported by the un-

derlying SC. Greicius et al. [23] studied the relations between SC and four default

mode network (DMN) related brain regions and found that strong FC can still exist

without direct SC. This may be due to several factors. Firstly, the complex indirect

interactions may widely exist among different brain regions. The functional connec-

tions observed between regions with little or no direct structural connections may

be mediated by indirect structural connections. Secondly, brain’s structure-function

behaves under a distributed and heterogeneous pattern: at network level, many func-

tional relationships arise from non-overlapping sets of anatomical connections [24],
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which means functional networks does not necessarily correspond to the underlying

structural substrate with a simple node-to-node mapping. Therefore, how to repre-

sent and analyze the relationship between brain structural and functional network,

especially at individual level, is still challenging.

The existing approaches that have been used to explore brain structure-function

relationship can be broadly divided into two categories: the first approach is to con-

duct association analysis using correlation coefficient, which mainly focuses on simple

and linear relationship between SC and FC [17, 18]. The second is to apply graph

theory to both brain structural and functional network for quantitative analysis, such

as small world property [25, 26, 27], modular structure property [28, 29], and rich-club

organization [30, 31]. All these approaches have fundamentally advanced our under-

standing of the relationship between brain structure and function at population level,

but they are limited in charactering individual variability in subject-specific brain

network. In addition to the above two widely used strategies, some other computa-

tional models have also been developed to bridge the gap between structural network

topology and the related function by examining their relations at multiple scale and

resolution [19], modeling dynamics [22] and constructing local mm-scale networks us-

ing animal model [21]. However, because of brain’s distributed and heterogeneous

structure-function pattern, traditional methods are limited to represent the complex

relationship between individual SC and FC.

Recent advances in deep learning have revolutionized the fields of machine learn-

ing [32, 33] and brought breakthroughs for computational neuroimaging field including

reconstruction [34], segmentation [35], detection [36], and computer-aided diagnosis

[37]. Among numerous deep learning models, graph convolutional network (GCN) [38]

generalizes the convolutional operations from grid data to graph data and witnesses

great success in brain network domain recently [39, 40, 41]. More importantly, the

9



generative adversarial network (GAN) [42] provides an efficient way to revisit the com-

plex relationship between brain structure and function: as a generative model, GAN

can powerfully handle the brain’s distributed and heterogeneous structure-function

pattern. Moreover, compared to other generative models, GAN effectively converts

the regression problem to a classification problem through the adversarial training

scheme. In this way, an explicit regression loss function is unnecessary, and the cri-

terion used to evaluate the performance of the predictions is implicitly learned from

the data. This can be especially suitable for areas with insufficient prior knowledge,

such as brain network.

In this work, we proposed a multi-GCN based generative adversarial network

(MGCN-GAN)(Fig. 2.1) to learn individual SC from the corresponding individual

FC. We adopted GAN to handle brain’s distributed and heterogeneous pattern. To

overcome the inherent unstable behavior of GAN [42] caused by the adversarial train-

ing scheme, we proposed a novel structure-preserving (SP) loss function to guide the

generator to learn the intrinsic SC patterns more effectively. In order to capture

the complex relationship buried in both direct and indirect brain connections, we

constructed the generator and discriminator using GCN. However, traditional GCN

has two limitations: First, comparing to widely used convolutional neural network

(CNN) that has multiple filters to capture multiple feature spaces, conventional GCN

only has one filter (weight matrix) in each GCN layer and therefore can only learn

a single feature map. Second, the performance of GCN may gradually decrease with

increasing number of layers [43] and which limits the power of learning by deepening

the network as CNN does. To address these limitations, we designed a multi-GCN

based generator that used multiple GCNs instead of one deep GCN to simultane-

ously capture underlying complex interactions in brain network and avoid the perfor-

mance decay by stacking more layers in a single GCN. We tested our methods on two
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datasets: Human Connectome Project (HCP) dataset [31] and Alzheimer’s Disease

Neuroimaging Initiative (ADNI) dataset [44]. Our results show that the proposed

MGCN-GAN can generate reliable individual SC based on corresponding individual

FC. More importantly, our results imply that there may exist a common regulation

between specific brain structural and functional architectures across individuals.

Figure 2.1. An illustration of the proposed multi-GCN based generative adversar-
ial network (MGCN-GAN). Firstly, by using brain atlas (Destrieux Atlas [1] and
Desikan-Killiany Atlas [2] along with diffusion MRI and rs-fMRI data, we extracted
the averaged BOLD signal of each brain region. Then we constructed functional con-
nectivity (FC) by different methods (correlation, partial correlation, threshold FC,
and binarized FC) and structural connectivity (SC) by diffusion MRI derived fiber
counts. SC was used as 1) ground truth to guide the generator at the beginning of
the training process; 2) real samples of discriminator. FC was used as: 1) features
associated with the nodes; 2) initialization of the GCN topology. The features and
topology were fed into generator to predict SC. The predicted SC were used to 1)
iteratively update the GCN topology and 2) train discriminator as fake samples. The
whole model is trained based on the proposed structure preserving (SP) loss function.
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Our proposed MGCN-GAN advances the state of the art in two ways: firstly, our

model is designed to capture individual-specific structure-function relationship. Pre-

vious publication [45] found that similar structural damage of patients with the same

pathology show different dysfunctions, which indicates the variability of individual

structure–function relationship. Unveiling individual structure–function relationship

is fundamentally important to the comprehensive understanding of individual varia-

tion in brain structure and function and is the premise and key step for personalized

medicine. Secondly, we introduced multi-GCN architecture into GAN framework and

designed a structure preserving (SP) loss function that help the model to generate

high-quality SC. The MGCN-GAN is a flexible architecture with adjustable GCN

components to fit different tasks with varying complexity.

2.2 Materials and Methods

2.2.1 Participants and Data Description

HCP dataset. In this work, we selected all the 1064 subjects which have

structure MRI (T1-weighted), resting state fMRI (rs-fMRI) and diffusion MRI data

from HCP S1200 release. For the T1-weighted MRI data, the Field of View (FOV)

is 224 mm× 224 mm, voxel size is 0.7 mm isotropic, TR = 2.4 s, TE = 2.14 ms and

flip angle = 8◦. For the rs-fMRI data, the FOV is 208 mm× 180 mm, 72 slices, voxel

size is 2.0 mm isotropic, TR = 0.72 s,TE = 33.1 ms, flip angle = 52◦ and there are

1200 volumes for each subject. For the diffusion MRI data, the gradient direction

is 288 , the FOV is 210 mm × 180 mm, 111 slices, voxel size is 1.25 mm isotropic,

TR = 5.52 s,TE = 89.5 ms and flip angle = 78◦.

ADNI dataset. We used 132 normal control (CN) subjects (68 females, 64

males; 76.45 ± 7.68 yrs.) and 118 mild cognitive impairment (MCI) subjects (63
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females, 55 males; 74.05± 8.29 yrs.) from ADNI dataset. Each subject has structure

MRI (T1-weighted), rs-fMRI and diffusion MRI data. The FOV of T1-weighted MRI

is 240 mm×256 mm×208 mm and the voxel size is 1.0 mm isotropic, TR = 2.3 s. The

diffusion MRI data has 54 gradient directions, the FOV is 232 mm×232 mm×160 mm

and the voxel size is 2.0 mm isotropic, TR = 7.2 s and TE = 56 ms. The rs-fMRI

data has 197 volumes, the FOV is 220 mm× 220 mm× 163 mm, voxel size is 3.3 mm

isotropic, TR = 3 s,TE = 30 ms and flip angle = 90◦.

2.2.2 Data Preprocessing

We applied the same standard preprocessing procedures as in [46] to both HCP

and ADNI datasets. In brief, we applied skull removal for all three modalities and

registered T1 and fMRI to DTI space by FLIRT in FMRIB Software Library (FSL)

[47]. For rs-fMRI images, we applied spatial smoothing, slice time correction, tem-

poral pre-whitening, global drift removal and band pass filtering (0.01-0.1 Hz) via

FEAT command in FSL. For DTI images, we applied eddy current correction using

FSL and fiber tracking via MedINRIA [48]. For T1 images, we conducted segmen-

tation using FreeSurfer package [49] and then adopted the Destrieux Atlas [1] and

Desikan-Killiany Atlas [2] for ROI labeling.

2.2.3 Generation of Functional Connectivity and Structural Connectivity

For each subject, the whole brain is divided into 148/68 (148 for Destrieux Atlas

and 68 for Desikan-Killiany Atlas) ROIs and represented as a network with 148/68

nodes. Averaged fMRI signal was calculated for each brain region and normalized by

the standard Z-score normalization [50] formulated as:

f i =
f i − fµ

fσ

(2.1)
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where f i is the averaged fMRI signal of brain region i,fµ and fσ are the mean

and the standard deviation of all 148 averaged fMRI signals. There exist several

measurements to represent pairwise relationship between two fMRI derived BOLD

signals, such as correlation [46], partial correlation [51] and covariance [52]. Since

Pearson correlation coefficient (PCC) between the BOLD time series of two regions of

interest derived from resting state fMRI data is the most used functional measurement

to estimate functional connectivity [45], in this work we adopted PCC to construct

functional connectivity (FC, denoted as F = [Fi,j] ∈ RN×N ), where Fi,j =
cov(fi,fj)
σfi

σfj

.

The structural connectivity (SC) was created in terms of fiber counts, denoted

as S ∈ RN×N . Si,j ∈ R is the number of fibers connecting brain regions i and j.

Then, we conducted normalization of S using (2.2) and (2.3).

Si,j = log2 (Si,j + 1) (2.2)

S =
S − Sµ

Sσ

(2.3)

Sµ and Sσ are the mean and the standard deviation of S. Because the fiber

count can be a value from zero to a few thousands, which often follows a skewed

distribution. Log transformation can equalize the standard deviations and make the

distribution of the sample mean more consistent with a normal distribution [53].

Therefore, we first used log transformation to shrink the range of the fiber counts by

(2.2) and then used (2.3) for normalization.

2.2.4 Method Overview

We proposed a Multi-GCN based GAN (MGCN-GAN) model to generate in-

dividual SC from the corresponding FC. Similar to vanilla GAN [42], MGCN-GAN

is built on two components, i.e., generator and discriminator. To capture the highly

complex relationship between SC and FC at the connectome level, we used multi-
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layer GCN architecture to design the generator and discriminator, namely Multi-

GCN based generator and single-GCN based discriminator, respectively. Given an

individual SC and the associated FC, the generator is trained to create real-like in-

dividual SC by competing with the discriminator based on an adversarial training

scheme. The specific training steps are shown as follows: (i) FC is used as initial

topology of brain network as well as features associated with the nodes; (ii) based

on current topology, different GCN components of generator map the FC to differ-

ent feature spaces to explore the latent relationship between SC and FC, and each

GCN component outputs one feature matrix; (iii) all the output feature matrices are

combined by learnable coefficients to generate the predicted SC in current iteration;

(iv) discriminator acts as a classifier to differentiate the input SC as real SC (real

samples) from the predicted SC (fake samples) generated by the generator; (v) the

topology of the generator is updated by the predicted SC in the next iteration. Given

the training data consisting of FC samples and their corresponding real SC samples,

the whole model is trained based on the proposed SP loss function.

2.2.5 Graph Convolutional Network (GCN)

In many applications, data are generated from non-Euclidean domains and rep-

resented as graphs with complex interdependency and relationships between graph

nodes. The complexity of graph data has imposed significant challenges on the ex-

isting deep learning algorithms, such as CNN model. Graph convolutional network

(GCN) [38] extends traditional CNN by applying convolutional operations on graph-

based instead of Euclidean-based neighbors and is essential to various applications.

In this work, to represent the latent interactions between brain SC and FC, we adopt

a multi-layer GCN architecture to build the proposed MGCN-GAN model. For the
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ease of better understanding GCN architecture, we first introduce the notations of a

graph and the graph spectral convolution.

Graph. Let G = (V ,E) to be an undirected graph, where V = {v1, v2, · · · , vn}

is a set of vertices and E = {ei,j | i, j = 1, 2, · · · , n} is a set of edges. If there exists

an edge connecting two vertexes vi and vj, then ei,j > 0, otherwise, ei,j = 0. Each

vertex vi can have its own attributes (features) which can be represented by a vector

xi ∈ R1×d, d is the dimension of the attributes (features). X = [x1;x2; · · · ;xn] ∈

Rn×d is the feature matrix of graph G. The topology of G can be represented by an

weighted adjacency matrix A = [ai,j] ∈ Rn×n, for all i, j, ai,j = ei,j. Thus, G also can

be represented by G = (A,X).

Graph SpectralConvolution Convolution. As shown in [54], the tradi-

tional convolution operators can be generalized to the graph setting by defining filters

in the graph spectral domain. For a graph G = (A,X) with the adjacency matrix

A = [ai,j] ∈ Rn×n and node-wise feature matrix X = [x1;x2; · · · ;xn] ∈ Rn×d, its nor-

malized graph Laplacian is defined as L = IN −D− 1
2AD− 1

2 , where IN is the identity

matrix and D =
∑

j ai,j is the diagonal degree matrix. L can be decomposed as L =

UΛUT , where U is the matrix of eigenvectors and Λ the diagonal matrix of eigen-

values. Then, the graph Fourier transform of a signal xi can be expressed as UTxi.

This allows to define the spectral convolution on graphs in the Fourier domain as

gθ∗xi = UgθU
Txi. The spatial filter gθ = diag(θ) can be regarded as a function of the

eigenvalues of L, i.e. gθ(Λ), parameterized by a group of Fourier coefficients θ ∈ RN .

Calculating UgθU
Txi requires expensive computations (O (N2)) and the eigendecom-

position of L is prohibitively costly for large graphs. To tackle this problem, [55] used

a polynomial in terms of Chebyshev expansion up to K-order to approximate the spec-

tral convolution: gθ(Λ) ≈
∑K

k=0 θkTk(Λ̃) with a rescaled Λ̃ = 2
λmax

Λ − IN and λmax

is the largest eigenvalue of L. The Chebyshev polynomial is recursively defined as
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Tk(x) = 2xTk−1(x)−Tk−2(x), with T0 = 1 and T1 = x. Going back to the definition of

the convolution of signal xi with the filter gθ, we now have: gθ∗xi ≈
∑K

k=0 θkTk(L̃)xi,

with L̃ = 2
λmax

L− IN . Since the K-order polynomials are exactly K-localized kernels

which only takes nodes within K hops away from the central node into account for

the convolution, thus, the complexity of calculating
∑K

k=0 θkTk(L̃)xi is linear with

the number of the edges. [38] further approximated λmax = 2 and gave the linear

formulation of a GCN by gθ ∗ xi ≈ θ
(
IN +D− 1

2AD− 1
2

)
xi. To this end, the graph

spectral convolution can be carried out by a convolutional network with convolu-

tional layers of the polynomial form. For example, a two-layer GCN was formulated

as Z = f(A,X) = f
(
ÂReLU

(
ÂXW (0)

)
W (1)

)
in [38], where Â = D− 1

2AD− 1
2 is the

Laplacian transformation of A. In previous work [56], we compared Â = A with other

three different Laplacian transformations of A : 1) Â = D −A, 2) Â = D− 1
2AD− 1

2 ,

and 3) Â = D−1A and found that Â = A and Â = D− 1
2AD− 1

2 give similar perfor-

mances. Thus, in this work we directly used the functional connectivity to initialize

the adjacency matrix ( Â = F ) without Laplacian transformation, the reasons are as

follows: 1) compared to Â = D− 1
2FD− 1

2 , Â = F needs less computational cost; and

2) in this work, we attempt to recover structural connectivity from functional connec-

tivity, thus, the original functional connectivity matrix without extra transformation

is a better choice.

Based on above discussion, the convolutional process of multi-layer graph con-

volutional network can be formulated as (2.4) and (2.5):

G(A,X,W ) = σ
(
AH l−1W l

)
(2.4)

H l =


σ
(
AH l−1W l

)
, l > 0

X, l = 0

(2.5)
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where σ is the nonlinear activation function, H l is the output of the lth con-

volution layer, W l ∈ RFi×Fo is the weight matrix, Fi is the input feature size and

F0 is the output feature size. As shown in Fig. 2.2, W l acts like a filter which se-

lects related features from neighbors and defines how to combine these features. By

stacking multiple graph convolutional layers, information from high-order neighbors

(indirectly connected via other nodes) can be propagated along graph topology de-

fined by the adjacency matrix A. In this work, we represented brain as a graph, and

took the individual FC as the feature matrix i. e., X = F and the initialized topol-

ogy A0 = F . By conducting graph-based convolution via the proposed MGCN-GAN

model, we iteratively updated the graph topology and learned the individual SC.

Figure 2.2. Illustration of the graph convolution process. A graph G can be repre-
sented by an adjacency matrix A and a feature matrix X. The GCN takes the two
matrices as input to conduct graph convolution. We used the red node as an example
to show the convolution process. The neighbors with the same order have the same
color in graph G. The colors of features are the same as the corresponding nodes. For
the lth layer, the red edges of the input adjacency matrix A indicate the neighbors
that participate in the convolution process and the features of these activate neigh-
bors are non-transparent.
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2.2.6 Multi-GCN Based GAN (MGCN-GAN)

Multi-GCN based Generator. Inspired by the great success of CNN that

uses multiple filters to identify different features, the proposed generator consists of

multiple multi-layer GCNs. Different GCN components are designed for different

feature spaces and each of them will learn a latent mapping from individual FC to its

corresponding SC. Through paralleling multiple GCNs, the generator has the capacity

to model complex relationship between FC and SC, which will be demonstrated by

our experimental results in Section 4. Specifically, a generator that is composed by k

multi-layer GCNs can be formulated by (2.6), (2.7) and (2.8),

Gi = G (T ,F ,W i) (2.6)

g ({Gi} ,θ) = θ ⊕ (G1 ∥G2∥G3∥ · · · ∥Gk) =
∑
k

θkGk(2.7)

T =


g ({Gi} ,θ) , iteration > 0

F , iteration = 0′
(2.8)

where Gi, i = 1, 2, 3, · · · , k represents the ithGCN and ∥ denotes parallel op-

eration. Each GCN takes the individual FC(F ) as input and outputs the predicted

individual SC. Then, we used the learnable coefficients θ = (θ1, θ2, . . . , θk) to fuse

(⊕) these k predictions and obtained the final prediction Sp = g ({Gi} ,θ). Dur-

ing the training process, topology T is initialized by F and iteratively updated by

T = g ({Gi} ,θ). After training, each multi-layer GCN learns an independent map-

ping that represents a potential relationship between the input FC and SC. In order

to enhance the capability of generator, we paralleled multiple GCNs to capture the

complex relationships between individual SC and FC.

Single-GCN based Discriminator. In order to distinguish the two sets

of graph data - real SCs and the predicted ones generated by the generator, the
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discriminator is composed by a multi-layer GCN, Gd = G (SC, I,W d), and followed

by two fully-connected layers. The input SC can be the real SC matrix −S, derived

from diffusion MRI and predicted SC matrix −Sp, created by generator. They are

treated as real and fake samples during the training process. Different from generator,

we used identity matrix as input feature matrix for discriminator. This is because

discriminator aims to learn the rules that can be used to decide whether the input

connectivity matrix is a valid SC matrix, any external knowledge should be excluded.

2.2.7 Structure-Preserving (SP) Loss Function

In the adversarial training scheme, the generator is optimized according to

the feedback of discriminator. However, in this SC prediction task, the generator

is trained to generate real-like individual SCs while the discriminator is trained to

identify the real SCs from the predicted ones. The classification task of discriminator

is much easier than the regression task of generator. Thus, the discriminator may

easily differentiate real SCs from predicted SCs after a few training iterations and

the generative adversarial loss would be close to 0 , resulting in zero back-propagated

gradients in generator. In such case, the generator cannot be optimized and will keep

generating invalid SCs. To break this dilemma, maintaining the balance between

generator and discriminator regarding the optimization capability during the entire

training process is important. We designed a new structure-preserving (SP) loss

function to train our discriminator and generator. The SP loss function is combined by

three parts: mean squared error (MSE) loss, Pearson’s correlation coefficient (PCC)

loss and GAN loss. It is formulated by (2.9), (2.10) and (2.11).

Lsp = LGAN + αLMSE + βLPCC , α > 0, β > 0(2.9)
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LGAN = − (log(D(S)) + log (1−D (Sp)))− logD (Sp) (2.10)

LPCC =LPCC−b + LPCC−r (2.11)

=

∑n
i=1

∑n
j=1 (si,j − s̄)

(
sp

p

i,j − sp
)√∑n

i=1

∑n
j=1 (si,j − s̄)2

√∑n
i=1

∑n
j=1 (spi,j − sp)

2

+
n∑

i=1

∑n
j=1 (si,j − s̄) (spi,j − sp)√∑n

j=1 (si,j − s̄)2
√∑n

j=1 (spi,j − sp)
2

si,j ∈ S, spi,j ∈ Sp

where the regularization parameters α and β are initialized by 1 and will grad-

ually reduce to 0 later in the training process to let the model learn completely from

the data. The three components of SP loss aim to guide the learning process from dif-

ferent perspectives. MSE loss (LMSE) forces the predicted SC to be the same scale as

real SC at element-wise level. It is designed to control the magnitude of the predicted

SC. PCC loss (LPCC) maximizes the similarity of overall pattern between predicted

SC and real SC. It attempts to constrain the structure of the predicted SC. PCC loss

is formulated by (2.11), which consists of two components: 1) brain-level PCC loss (

LPCC−b) and 2 ) region-level PCC loss (LPCC−r). Brain-level PCC loss calculates the

PCC between predicted SC matrix and real SC matrix, which measures the overall

correlation between the predicted and real SCs. Region-level PCC loss calculates

the correlation for each brain region (each row/column of the connectivity matrix),

which measures the correlation of each brain region pairs of the predicted and real

SCs. GAN loss (LGAN) effectively converts the regression problem to a classification

problem and endows our model the power to implicitly learn the criterion, which is

used to evaluate the quality of the predictions, from the data. It is formulated by

(2.10), where D(S) and D (Sp) are the classification results predicted by discrimina-

tor. The adversarial GAN loss guides the generator to create real-like SC to fool the

21



discriminator by assigning a “true” label to the predicted SC as well as guides the

discriminator to differentiate the two kinds of inputs correctly.

2.3 Results

We applied our proposed MGCN-GAN to infer individual SC from the associ-

ated FC. For each sample (subject) in training dataset, the real SC is used as the real

sample for discriminator ((2.9) and (2.10)) as the ground truth for the generator at

the beginning of the training process ((2.9) and (2.11)). The individual FC is used

to initialize the adjacency matrix as well as to be the feature matrix ((2.6), (2.7) and

(2.8)). During the adversarial training process, the topology of the graph is iteratively

updated. The results of this work will be organized as follows: 2.3.1) introducing the

experimental settings; 2.3.2) measuring the predicted SCs from different perspectives

using two independent datasets; 2.3.3) evaluating the prediction performance of us-

ing different atlas; 2.3.4) evaluating different model settings including different GCN

architecture, the learnable combination coefficients −θ, different loss functions; and

2.3.5) comparison with other widely used methods.

2.3.1 Experimental Setting

Data Setting. We conducted our experiments using two datasets: HCP and

ADNI. For HCP dataset, we used 600 subjects for training and 464 subjects for

testing. For ADNI dataset, we used 80CN subjects for training and 52CN subjects

for testing. The details of the two datasets and the data preprocessing pipeline are

introduced in Section 2.2.1 and 2.2.2. For each subject, following the process in

Section 2.2.3, we created the individual SC and FC.

Model Setting. In this work, three two-layer GCNs are paralleled in generator.

The model size of GCN components in generator is: G1 = (74, 148), G2 = (148, 148)
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and G3 = (296, 148).Gi = (F1, F2, · · · , Fl) represents an l-layer GCN and output

feature dimension of the lth layer is Fl. The three GCNs are combined by the learnable

coefficient θ which is initialized by θi = (0, 0, 0). We also tested different model

architectures and different initializations of θ in Section 2.3.4. The discriminator

is composed of one three-layer GCN followed by two fully connected layers. The

model size of the GCN component is: Gd = (148, 296, 148), and the output feature

dimensions of the two fully connected layers are 1024 and 2, respectively. For both

generator and discriminator, activation function Relu and layernorm are used at each

layer. The entire model was trained in an end-to-end manner. During the training

process, the Adam optimizer was used to train the whole model with standard learning

rate 0.001 , weight decay 0.01 , and momentum rates (0.9, 0.999).

2.3.2 Predicted Structural Connectivity

In this section, we evaluated the predicted SCs from three perspectives. Firstly,

we visualized the predicted SC and real SC pairs to check the overall similarity upon

visual inspection. Secondly, we quantitatively measured the similarity between pre-

dicted SCs with real ones from three ways (magnitude, overall pattern and graph

property) via six measures (Mean Square Error (MSE), cosine similarity, Pearson

correlation coefficient (PCC), degree, strength and clustering coefficient). Thirdly,

we checked the prediction performance of predicted SC at connectivity level by com-

paring the top connectivity in predicted SCs and the real SCs. The individual SCs

and FCs used in this section were generated via Destrieux atlas.

2.3.2.1 Visualization of predicted SCs and real SCs

To visually evaluate the similarity between the predicted SCs with the real SCs,

we randomly selected 20 subjects from HCP dataset and ADNI dataset and showed
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the results in Fig. 2.3. We adopted two strategies to visualize the results. Firstly,

we directly displyed the predicted SC and the real SC of each subject and showed

the results in Fig. 2.3 (a1-a2). To demonstrate the details of the predicted results,

we extracted two patches at the same location of predicted SCs and real SCs for

all 20 subjects. These patches are enlarged and showed in the middle of (a1) and

(a2). From the enlarged patches, we can see that different individuals possess subtle

differences though their overall patterns are similar. Secondly, to better visualize the

individual variability, for each of the forty matrices in (a1) and (a2), we displayed

their corresponding connectivity matrix after subtracting the population-averaged

SC and showed the results in Fig. 2.3 (b1-b2). We can see that after removing some

consistent pattern across individuals by subtracting the averaged SC, the individual

SC patten is much more obvious, and our predicted SC is highly similar to the real

individual SC by visual examination. This result suggests that the predicted SC can

effectively capture the individual variability. Of note, all these predictions are based

on individual FC, which implies that there may exist a common regulation between

specific brain structural and functional architectures across individuals.

2.3.2.2 Quantitatively measuring the similarity between predicted SCs with real SCs

We quantitatively measured the similarity between predicted SCs and real SCs

from three ways: magnitude, overall pattern and graph property. There are six

measures in total, including Mean Square Error (MSE) for magnitude, cosine similar-

ity and Pearson correlation coefficient (PCC) for overall pattern, and global metrics

including mean degree, mean strength and mean clustering coefficient for graph prop-

erty. In graph theory, the degree is the number of edges connected to a node and the

mean degree is average of the degrees of all nodes, which is the most used measure of

network density [57]. The strength of a node in a graph is defined as the increase in
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Figure 2.3. (a1-a2): Comparison of the predicted SCs and real SCs of 20 randomly
selected subjects in HCP (a1) and ADNI (a2) datasets. For both datasets, we showed
the 10 real SC matrices (the first row) and the corresponding 10 predicted SC matrices
(the second row). Each column belongs to the same subject. Two patches of the
matrices are extracted from the same location and their enlarged patches are showed
in the middle. (b1-b2): Comparison of the predicted SCs and real individual SCs after
subtracting the populaion-averaged SC. To better visualize the individual variability,
the population-averaged SC was subtracting for each of the forty matrices in (a1) and
(a2). The brain connectivity was generated via Destrieux atlas.
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the number of connected components in the graph upon removal of the node, which

measures the vulnerability of the graph and strictly generalizes the edge connectiv-

ity [58]. The clustering coefficient of a graph is the fraction of triangles around an

individual node which is also equivalent to the fraction of the node’s neighbors that

are also neighbors of each other. The mean clustering coefficient for the graph hence

reflects, on average, the prevalence of clustered connectivity around individual nodes

[57]. All the three graph measures are widely used to describe the characteristics of a

graph, such as segregation and integration [57]. For each subject, we calculated two

MSE values, two cosine similarity values and two PCC values – one is between the

prediction with the real SC and the other is between the averaged SC with the real

SC, and two deviation values of each of the three global metrics – the deviation of

the prediction from the real SC and the deviation of the averaged SC from the real

SC. Finally, for each of the six measures, we obtained two sets of values. We showed

the two sets of values by line chart and displayed the distributions by violin plot. We

also performed significance analysis with p-value calculated via one tail two sample

T-test. The results are shown in Fig. 2.4 for both of HCP dataset Fig. 2.4 (a) and

ADNI dataset Fig. 2.4 (b). As shown in Fig. 2.4, 1) the predicted SCs have lower

MSE, higher cosine similarity and PCC, smaller deviation of three global metrics and

is significantly more accurate than the averaged SC; 2) the real SC of some subjects

(highlighted by red arrows) show great deviation from the averaged SC, however,

the predicted SCs of these subjects still can achieve remarkable performance, which

suggests that our model can effectively characterize individual SC patterns; 3) the

consistent results of two datasets indicate that the proposed model is stable across

different datasets.
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Figure 2.4. We quantitatively measured the similarity between predicted SCs with
real SCs (based on Destrieux atlas) from three ways (magnitude, overall pattern and
network property) by six measures (Mean Square Error (MSE), cosine similarity,
Pearson correlation coefficient (PCC), mean degree, mean strength and mean clus-
tering coefficient) of HCP (a) and ADNI (b) datasets. For each measure, two sets of
values are calculated: one is the deviation of the predictions from the real SC and the
other is the deviation of the averaged SC from the real SC. We showed the two sets
of values by line chart and displayed the distributions by violin plot. The significance
analysis was also conducted with p-value calculated by one tail two sample T-test.
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Figure 2.5. (a1-a2): Comparison of the predicted SCs and real SCs of the same
20 subjects as used in Fig. 2.3. The brain connectivity was generated via Desikan-
Killiany atlas. Each column belongs to the same subject. For each subject, we showed
the real SC matrix in the first row and the predicted SC matrix in the second row.
Two patches of the matrices are extracted from the same location and their enlarged
patches are showed in the middle. (b1-b2): Comparison of the predicted SCs and
real individual SCs after subtracting the population-averaged SC. To better visualize
the individual variability, the population-averaged SC was subtracting for each of the
forty matrices in (a1) and (a2).
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Figure 2.6. We quantitatively measured the similarity between the predicted SCs
with real SCs (based on Desikan-Killiany atlas) from three ways (magnitude, overall
pattern and network property) by six measures (Mean Square Error (MSE), cosine
similarity, Pearson correlation coefficient (PCC), mean degree, mean strength and
mean clustering coefficient) of HCP (a) and ADNI (b) datasets. For each measure,
two sets of values are calculated, one is the deviation of the predictions from the real
SC and the other is the deviation of the averaged SC from the real SC. We showed
the two sets of values by line chart and displayed the distributions by violin plot.
The significance analysis was also conducted with p-value calculated by one tail two
sample T-test.
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2.3.3 Evaluation the predicted SC using different atlases

The generation of brain connectivity relies heavily on the adopted brain atlas.

To test the performance of the proposed model on different brain atlas, we used

another widely used brain atlas - DesikanKilliany atlas, to generate individual SCs

and FCs and conducted experiments. The predicted SC and the real SC based on

Desikan-Killiany atlas of the same 20 subjects used in Fig. 2.3 were shown in Fig.

2.5. We can see that the results shown in Fig. 2.5 are highly consistent with that

in Fig. 2.3 in the following aspects: 1) the real SCs of the 20 subjects also shows

obvious individual variability, especially for the 10 subjects in ADNI dataset, which

have significant variability in both magnitude and overall pattern. 2) for each subject,

the prediction can capture the individual variability and obtain significant similarity

with the real SC. This result suggests that the proposed model has good stability for

different brain atlases.

To quantitatively measure the similarity between predicted SCs with real SCs

based on Desikan-Killiany atlas, we calculated the MSE, cosine similarity, PCC, mean

degree, mean strength and mean clustering coefficient for each subject in the testing

dataset and showed the results in Fig. 2.6. As shown in Fig. 2.6, compared to the

population averaged SC, the predicted SCs have lower MSE, higher cosine similarity

and PCC, smaller deviation of three global metrics and can effectively characterize

individual SC patterns. This result is consistent with that in Fig. 2.4, which further

implies that the proposed model is general across different brain atlases.

2.3.4 Model Evaluation

An effective model should have the capability to capture individual charac-

teristics and avoid to being ”trapped” in common SC patterns. To measure the

effectiveness of a model, we proposed three measures:
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1. MSE (Real, Prediction of same subject), which is the MSE between the real

SC and predicted SC of the same subject. This measure directly evaluates the

similarity between the real SC and the corresponding prediction. A smaller

value indicates higher similarity. Thus, to generate reliable SC, this measure

should keep decreasing before converged.

2. MSE (Real, Prediction of different subjects), which is the MSE between the

prediction and the real SC of different subjects. A reliable prediction should

avoid to being ”trapped” in common SC patterns at population level. Therefore,

this measure is expected to keep increasing during the training process.

3. MSE (Real, Prediction of different subjects) - MSE (Real, Prediction of same

subject), which is the difference of the above two measures and an increasing

value is expected.

In this section, using the three measures we evaluated different model settings

including different GCN architecture, the learnable combination coefficients −θ, and

different loss functions.

2.3.4.1 Evaluation of different GCN architectures

The generator was built on multiple GCNs, in order to verify the necessity

of multi-GCN architecture, we conducted experiments to compare the performance

of different generator architectures and showed the results in Fig. 2.7. We can see

that, for predicted SCs generated from multi-GCN generator in both datasets (a1

and b1), the MSE (Real, Prediction of same subject) keeps decreasing and the MSE

(Real, Prediction of different subjects) keeps increasing. For predicted SCs generated

from single-GCN generator in both datasets (a2-a4, b2-b4), the difference between

trajectories of MSE (Real, Prediction of same subject) and MSE (Real, Prediction

of different subjects) is much smaller and the MSE (Real, Prediction of different
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Figure 2.7. Results of different generator architectures for HCP dataset (a) and
ADNI dataset (b). GCN (G1∥G2∥ . . . ∥Gk) represents the architecture of generator.
The generator is composed of k two-layer GCNs, and the output feature dimension
of the first layer of ith GCN is Gi.

subjects) - MSE (Real, Prediction of same subject) only has slight increase. This

result indicates that the predicted SCs generated from multi-GCN generator can

efficiently learn the individual differences in SCs, while single-GCN generator only

captures a common pattern at population level.

2.3.4.2 Evaluation of the learnable combination coefficients

In our model, the multiple GCNs in generator are combined by learnable coef-

ficients −θ. In order to test the influence of the coefficients to the proposed MGCN-

GAN model, we initialized the coefficients with different values and compared the
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prediction performance. The results are shown in Fig. 2.8. In general, the initializa-

tion of the learnable coefficients has very slight influence on the prediction results.

Moreover, the coefficient with different initialization θi always converge to stable

coefficient θc which is approximately equal for different GCNs in generator. It sug-

gests all the GCNs have similar contributions to the results. Like the filters in CNN,

multiple GCNs with different size of output features can be flexible and efficient for

characterizing the complex FC-SC mapping.

2.3.4.3 Evaluation of SP loss function

To demonstrate the superiority of the proposed SP loss function, we compared

our SP loss with GAN loss, combination of GAN loss and MSE loss, and combination

of GAN loss and PCC loss and showed the results in Fig. 2.9. From the results we can

see that the gap between trajectories of MSE (Real, Prediction of same subject) and

MSE (Real, Prediction of different subjects) using SP loss function is increasing as

the training progresses, which means individual characteristics are gradually learned.

While the trajectories of MSE (Real, Prediction of same subject) and MSE (Real,

Prediction of different subjects) using other three loss functions almost coincide during

the training process and this implies that the other three loss functions may be

limited in capturing potential subtle differences across individuals in the proposed

model. The reason is that MSE only focuses on the element-wise similarity within

the connectivity and overlooks the overall patterns. PCC has better performance in

describing the overall connectivity patterns, but it may also overlook the connection

magnitude across different connectivity and different individuals. However, both of

MSE and PCC are important components in our designed SP loss to capture the

subtle differences between real and predicted SCs.
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Figure 2.8. Results of different initializations of the learnable coefficients from HCP
dataset (a) and ADNI dataset (b). θi is the initialization of the learnable coefficients
and θc is the corresponding converged value.
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Figure 2.9. Results of MGCN-GAN with different loss functions on HCP dataset (a)
and ADNI dataset (b).

2.3.5 Comparison with other widely used methods

To further demonstrate the effectiveness of the proposed MGCN-GAN, we com-

pared the proposed model with three state-of-art models - CNN, multi-GCN, and

CNN based GAN. In addition, for the comparison purpose we also included the lin-

ear regression into account. For fair comparison, we used the same dataset to train

and evaluate the four methods (HCP dataset, 600 training/464 testing). Since Section

2.3.4 showed that both of MSE and PCC are important components to capture the

subtle differences between real and predicted SCs, thus, we used MSE + PCC as loss

function of linear regression, CNN, and Multi-GCN and used the proposed SP loss

as loss function of CNN based GAN and the proposed MGCN-GAN. We used the six

measures (Section 2.3.2) to evaluate the performance of different models and reported
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Table 2.1. Comparison with other widely used methods.

the results in Table 2.1. As shown in Table 2.1: 1) compared to deep models, the

performance of linear regression is much worse, which demonstrates the advantages

of deep models in capturing complex nonlinear relationship between brain structural

and functional networks; 2) the performance of GCN based models (Multi-GCN and

MGCN-GAN) is better than CNN based models (CNN and CNN based GAN), and

this result further suggests that GCN is a better choice to deal with the graph data; 3)

comparing the performance between CNN and CNN based GAN and between Multi-

GCN and MGCN-GAN, we can see, the GAN framework can effectively improve the

performance of the model.

2.4 Discussion

2.4.1 Outliers in the experiments

In this work, we used six measures to quantitatively evaluate the similarity

between predicted SCs and real SCs, including Mean Square Error (MSE) for magni-

tude, cosine similarity and Pearson correlation coefficient (PCC) for overall pattern,

and global metrics including mean degree, mean strength and mean clustering co-

efficient for graph property. The results are shown in Fig. 2.4. From Fig. 2.4 we
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can see that there is a correlation between the two groups of MSE values, that is

for some subjects which have a large MSE value between the population averaged

SC and the real individual SC, the MSE value between the prediction SC and real

individual SC is also slightly larger. Since all the samples we used in this work are

normal brains, if a subject has significantly large MSE between individual SC and

averaged SC comparing to other subjects, it is likely that this sample is an outlier.

In such case, the MSE between the predicted SC and the real individual SC will be

large, too. Therefore, the plot of the two groups of MSE values will show some cor-

related pattern. Even so, the difference between predicted SC and individual SC is

much smaller than the difference between averaged SC and individual SC, this result

implies our method is effective in characterizing the true relationship between SC and

FC at individual level. Moreover, as this kind of correlation is not shared by other

five measures, this correlated pattern should be related to the MSE measure.

2.4.2 Limitations and Future work

Spectral-based GCNs have become the most popular approaches for graph data

recently because of their powerful ability to extract features from graph. Since the

definition of orthonormal eigendecomposition of the Laplacian matrix −L = UΛUT

used in spectral-based GCNs depends on the adjacency matrix being symmetric [38],

spectral-based models cannot directly work on directed graphs. In this paper, the

input graph of GCNs is an undirected one, therefore this limitation has no influence

on our results. Although in this work the proposed MGCN-GAN model is designed

for the undirected graph, it is easy to extend the model to directed graph domain just

by adjusting the definition of the adjacency matrix and the graph Laplacian without

changing the architecture. For example, Monti et al. [59] divided a directed graph

into a collection of small, directed graphs (graph motifs), then based on the graph
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motifs, they defined a symmetric motif adjacency and the motif Laplacian. Another

widely used strategy is to define the in-degree matrix and out-degree matrix of a

graph, respectively [60, 61], then based on the two matrices to construct Laplacian

matrix and conducted graph convolution on directed graphs.

Another limitation of this work, which is also a general challenge suffered by

deep neural networks, is the interpretability [62]. As defined in [63], interpretabil-

ity is the degree to which an observer can understand the cause of a decision. The

higher the interpretability of a model, the easier it is for observer to comprehend the

problem, the data and the reason why a model might fail. Therefore, a variety of

methods have been proposed to interpret neural network predictions. These methods

can be divided into two major classes: 1) feature importance interpretation, which

try to assign importance scores to each feature, including simple gradients method

[64], DeepLift (Shrikumar et al. (2017)), and integrated gradients method [64]; and 2)

sample importance interpretation, which assigns importance scores to each training

example, such as influence functions method [65]. However, these methods cannot be

directly applied to this work due to the following reasons: 1) this paper aim to study

the brain structure-function relationship by recovering the individual SC from FC.

Each input sample provides unique individual variability and are therefore equally

important. Hence, sample importance interpretation is not suit for this work; 2) for

feature importance interpretation, a common way is to generate saliency maps to

highlight unique features which can depict the visually alluring locations in the input

image. However, for non-Euclidean graph data, the important features are likely to

be isolated points or small networks that are not continuous in space, which makes it

difficult to distinguish them from noise. This further leads to a dilemma: the inter-

pretation may be unexplanatory; and 3) Having an interpretation is not enough. The

explanation itself must establish human trust. However, as suggested in [62], in most
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cases, for both feature-based and sample-based interpretation methods, systematic

perturbations can lead to dramatically different interpretations without changing the

label. Based on these reasons, currently there is no appropriate interpretation method

for this work.

2.5 Conclusion

In this paper, we proposed a Multi-GCN based GAN (MGCN-GAN) model to

generate individual SC from the corresponding individual FC. By adopting genera-

tive adversarial network (GAN), our proposed MGCN-GAN model can: 1) effectively

handle brain’s distributed and heterogeneous pattern; 2) learn the complex relation-

ship between brain structure and function by leveraging adversarial training scheme

to avoid designing an explicit regression loss function. By embedding multiple GCNs

into GAN framework, our MGCN-GAN model can be used to represent the com-

plex direct and/or indirect interactions in brain network. To overcome the inherent

unstable behavior of vanilla GAN, we proposed a novel structure-preserving (SP)

loss function to simultaneously capture the overall SC patterns and subtle differences

across individuals during the training process. We tested our model and SP loss on

two independent datasets (HCP and ADNI) and two different brain atlas (Destrieux

Atlas and Desikan-Killiany Atlas, Section 2.3.3). The results demonstrate that our

proposed model can effectively predict individual SC from the corresponding individ-

ual FC, and thus imply that there may exist a common regulation between specific

brain structural and functional architectures across individuals.
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CHAPTER 3

DEEP FUSION OF BRAIN STRUCTURE-FUNCTION IN MILD COGNITIVE

IMPAIRMENT

In Chapter 3, we investigated ANNs in analyzing multi-modal imaging data for

brain diseases study. Multimodal fusion of different types of neural image data pro-

vides an irreplaceable opportunity to take advantages of complementary cross-modal

information that may only partially be contained in single modality. To jointly an-

alyze multimodal data, deep neural networks can be especially useful because many

studies have suggested that deep learning strategy is very efficient to reveal complex

and non-linear relations buried in the data. However, most deep models, e.g., con-

volutional neural network and its numerous extensions, can only operate on regular

Euclidean data like voxels in 3D MRI. The interrelated and hidden structures that

beyond the grid neighbors, such as brain connectivity, may be overlooked. More-

over, how to effectively incorporate neuroscience knowledge into multimodal data

fusion with a single deep framework is understudied. In this chapter, we developed a

graph-based deep neural network to simultaneously model brain structure and func-

tion in Mild Cognitive Impairment (MCI): the topology of the graph is initialized

using structural network (from diffusion MRI) and iteratively updated by incorpo-

rating functional information (from functional MRI) to maximize the capability of

differentiating MCI patients from elderly normal controls. This resulted in a new con-

nectome by exploring “deep relations” between brain structure and function in MCI

patients and we named it as Deep Brain Connectome. The major advantage of the
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Deep Connectome is its capability to integrate multiple types of network connectome

and characterize their deep relationship as an “individual connectome signature”.

3.1 Introduction

With the availability of large-scale multiple types of brain image data, integra-

tion of data acquired from different imaging techniques, termed as multimodal data

fusion [66, 67, 68, 69, 70, 71, 72], has gained considerable attention in neuroimaging

field. Multimodal fusion provides an irreplaceable opportunity to take advantages

of complementary cross-modal information that may only partially be contained in

single modality data. Essentially, each imaging modality provides a different but

unique view to represent brain structure and/or function. For example, diffusion ten-

sor imaging (DTI) can provide information of brain structural connectivity (e.g., via

tractography [73], and blood oxygen level-dependent (BOLD) signals derived from

functional magnetic resonance imaging (fMRI) can be used to infer neural activity in

vivo through measuring hemodynamic response. By jointly analyzing DTI and fMRI

data we can investigate organizational architecture of human brain in both structural

and functional domains. Besides studying general relationships between brain struc-

ture and function, multimodal data fusion can provide complementary knowledge

when exploring and identifying potential abnormalities occurred in brain disorders.

Mild cognitive impairment (MCI) is considered the precursor of Alzheimer’s disease,

which is a progressive and irreversible neurodegenerative disorder characterized by

severe cognitive decline and memory loss. Though the neuropathological mechanism

is not fully understood, increasing evidences have shown that both structural and

functional brain alterations are found in MCI patients [74, 75, 76, 77, 78, 79]. As

a result, using single modality, e.g., either structural or functional data, for brain

disease studies including classification or prediction, can be suboptimal.
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Many multimodal fusion approaches have been published for cognitive and clin-

ical studies [80, 19, 81, 82, 83, 84, 85, 86]. Most multimodal data fusion approaches

have been focusing on simple and linear relationship between different modalities

[87], while many studies have demonstrated the complexity between the information

conveyed by different types of data: brain structure and function are closely related,

but neither of them can fully interpret the organizational principles of human brain.

Previous publications [19, 88] suggested that strong structural connectivity inclines to

be accompanied with strong functional connectivity, but not vice versa. The changes

of brain structure or function may also result in the alterations of the other. For

example, when a structural connection between two brain regions is reduced, these

regions can increase neuronal activity to compensate for the loss of communications

[89].

As an emerging research topic, deep neural network based machine learning

methods [32] can be especially useful in capturing the complex and non-linear re-

lationship between brain structure and function in multimodal fusion. Recent de-

velopment of deep learning has revolutionized the fields of artificial intelligence and

machine learning [33], and boosted several domains such as computer vision [90] and

many others [91, 92]. As one of the most popular deep models, convolutional neural

network [8] (CNN) has demonstrated breakthroughs of performance in neuroimaging

analysis including detection [36], reconstruction [34], segmentation [35] and computer-

aided diagnosis [37]. However, it could be difficult to directly apply CNN on brain

network analysis, as CNN and its numerous extensions are designed for operations

on regular, Euclidean data, such as pixels in 2D slices or voxels in 3D volumetric

data. Whereas human brain is a highly complex and interconnected network that

can efficiently coordinate regional segregation and specialization [93, 94, 95]. The

connectivity, which indicates the influences from remote brain areas that have either
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structural connections or functional interactions, provides the physiological basis of

information representation and processing in brain [27, 96, 97, 98]. Therefore, the

interrelated and hidden structures (i.e. modularity [94]) that beyond regular grid

neighbors can be overlooked in traditional CNN approaches. In addition, most cur-

rent deep neural network methods only focused on single modality data, such as

structural, diffusion or functional MRI, very few studies have examined the multi-

modal data fusion using deep learning at network level. Though some deep models

based on multimodal data have been proposed, the number and scope of studies are

still very limited, and further efforts are highly needed to investigate appropriate

strategies for exploring potential “deep relationship” between brain structure and

function, as well as to develop disorder-focused deep modeling architecture.

Motivated by the merits of multimodal fusion in neuroimage studies and the

recent advancement of graph convolutional network – GCN [38], we leverage both

by integrating them into a novel graph-based deep model (GBDM) to study brain

structure-function fusion at connectome level. We construct a multi-layer GCN with

trainable graph topology. This graph is parameterized by both DTI-derived brain

structural network and functional activities so that the learned graph becomes a

deeply hybrid connectome by retaining brain structural substrate and simultaneously

taking into account the functional influences as a complementary cross-modal infor-

mation. In general, our GBDM aims to maximize the performance of classifying MCI

patients from elder normal controls by incorporating functional interactions into struc-

tural network. Fig. 3.1 illustrates the overall strategy of GBDM. During the training

phase, we used structural network as the initialization of the graph (Fig. 3.1(b)).

Functional information (Fig. 3.1(a)) is used in two ways: the fMRI BOLD signals of

each pair of brain regions are parameterized to form trainable functional profiles which

are integrated into the current graph at each iteration; the functional connectivity are
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treated as features associated with the nodes that represent different brain regions.

GBDM iteratively updates the topology of the graph (Fig. 3.1(c)) to minimize its

classification loss. In the prediction phase, given individual structural network and

functional data, GBDM outputs the graph topology as well as the predicted clinical

conditions. Because this predicted graph evolves from both structural and functional

connectome in a deep manner, we named it as Deep Brain Connectome. Us-

ing ADNI (Alzheimer’s Disease Neuroimaging Initiative) (http://adni.loni.usc.edu/)

brain image dataset as a test bed, we generated deep brain connectome for each

subject in both groups (MCI and aged normal controls). Compared to DTI de-

rived structural connectome, the learned deep brain connectome displays decreased

connectivity within the same hemisphere and increased connectivity across different

hemispheres. These differences come from the integration of functional data when

conducting classification task. Interestingly, the brain regions involved in the top

changed connectivity are widely known for their close relations to AD/MCI devel-

opment, such as lateral orbital and temporal regions. In addition, our experimental

results show that the classification accuracy using our proposed GBDM yields up to

92.7%.

Our proposed deep multimodal fusion method advances the state of the art in

three ways: first, a graph-based deep model is proposed to represent and manipulate

brain connectome instead of using traditional CNN architecture which only considers

the influences of Euclidean-based (local) neighbors. The primary motivation comes

from the fact that one brain region might interact with other remote regions along the

brain network topology. Many neurological symptoms are considered to be related to

network level alternations rather than focal abnormality of brain [46, 99]. Second, the

developed GBDM is trained based on structural network which is used to initialize

the topology of the graph. The neurological rationality is that recent studies [100,
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Figure 3.1. Illustration of the proposed Deep Brian Connectome learning based on
Graph Based Deep Model (GBDM). By using Destrieux atlas [1] along with DTI and
resting state fMRI data, we extracted the averaged BOLD signal of each brain region
(148 regions in total) (a) and constructed brain structural network (b). Then the
structural network was used as the initialization of graph topology, and the functional
information was used by GBDM to iteratively update the topology of the graph –
deep brain connectome (c), to maximize its classification power for MCI patients.

101] suggests that the neurodegenerative disease related pathogenic protein (e.g., Aβ

and tau) may aggregate via long-distance transmission along white matter pathways

between remote brain regions. Hence, it is natural to explore potential MCI/AD

related abnormalities within individual structural network, instead of using Euclidean

neighbors. Thirdly, most current deep learning methods focused on either brain

structural or functional data, few studies have been conducted on both of them at

network level. However, it is suggested that MCI/AD progression may follow both

structural and functional topologies [78]. In our proposed GBDM, the topology of

the graph is learned from functional features and structural network simultaneously,

by maximizing MCI classification performance. The obtained deep brain connectome

reflects a deep fusion of structural and functional network alterations in MCI patients.
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3.2 Materials and Methods

3.2.1 Methods Overview

We proposed a graph-based deep model (GBDM) (Fig. 3.2) to analyze brain

structure-function abnormalities in MCI patients by integrating both structural and

functional data. Brain structural network is used to initialize the topology of the

graph, i.e., the adjacency matrix in GCN. An individual functional profile is learned

and combined with structural network iteratively. Pearson’s correlation coefficients

of averaged BOLD signals are treated as the features associated with the nodes of

the graph. The entire model is designed to differentiate MCI from NC by seamlessly

incorporating functional profile learning (Section 3.2.2) and brain structure-function

fusion (Section 3.2.3). Specifically, our model is composed of four components: 1)

learning of functional profile to parameterize pairwise functional relations between any

two brain regions; 2) brain structure-function fusion for seeking to best combine both

structural network and the learned functional profile as new topology of the graph;

3) brain network convolution conducted upon the updated graph topology (Section

3.2.4); 4) MCI-NC classification with fully connected neural network (Section 3.3.4).

3.2.2 Functional Profile Learning

There exist a few measurements to represent pairwise relationship between two

BOLD signals derived from fMRI, such as mutual information [102], covariance [52],

correlation [46] and partial correlation [103]. In general, how to effectively represent

the functional relationships among brain regions is still an open research area. In

this work, we aim to learn a disease-related functional mapping matrix to form a

functional profile that can be used to combine with brain structural network at later

step. We will parameterize the representation of the similarity between two BOLD
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signals and the parameter will be automatically learned during the training process.

The steps of the parameterization are presented as follows:

Averaged fMRI Signal Extraction: We used the Destrieux atlas [1] to

divide the whole brain into 148 regions. We calculated the average fMRI signal for

each brain region as the representative for later analysis.

Normalization: We normalized the averaged fMRI signal using the standard

Z-score normalization [50] shown in (3.1),

f ∗
i =

fi − fµ
fσ

(3.1)

where fi is the averaged fMRI signal of brain region i, fµ and fσ are the mean and

the standard deviation of all 148 averaged fMRI signals.

Functional Profile Learning: We defined the parameterized functional-

pairwise distance between region- i and region- j using (3.2):

ϕ
(
f ∗
i , f

∗
j ;M

)
= ∥M

(
f ∗
i − f ∗

j

)
∥2,∀i, jε1, . . . , N(3.2)

where M ∈ RT×T is the learnable functional mapping matrix, T is the number of time

points of averaged fMRI signals. f ∗
i and f ∗

j are the normalized averaged signals of two

brain regions. It is worth noting that the proposed parameterization approach (3.2)

has been widely used in metric learning, where M is interpreted as a linear projection

matrix and ϕ
(
f ∗
i , f

∗
j ;M

)
becomes the Mahalanobis distance with precision matrix

MTM [104]. Different from conventional metric learning methods, we will integrate it

into the proposed deep learning model with a natural nonlinear extension. Due to the

high complexity of fMRI signals, linear projection function used in (3.2) is inadequate

for modeling the distance/similarity of the averaged fMRI signals. To alleviate the

47



above issue, nonlinear projection can be introduced by applying Gaussian kernel in

terms of kernel trick given by

AF
ij = exp

(
−
ϕ
(
f ∗
i , f

∗
j ;M

)
2σ2

)
,∀i, j ∈ 1, . . . , N(3.3)

where AF
ij ∈ R represents the pairwise functional profile between brain region i and

region j.AF ∈ RN×N is the matrix including all pairwise functional profiles between

any two brain regions with the (i, j)th entry – AF
ij, σ is the bandwidth parameter of

Gaussian kernel and is treated as a hyper-parameter, which will be fully discussed

in Section 3.3. In order to avoid introducing any bias, M is initialized as identity

matrix. During the training process, M is iteratively updated based on classification

results.

3.2.3 Brain Structure-Function Fusion

A major goal of this work is to examine MCI related network alterations via deep

fusion of brain structural and functional data. To this end, we propose a novel strategy

to integrate brain structural networks and functional profiles in a deep and regularized

fashion. First, we calculate individual structural network matrix AS ∈ RN×N , which is

a symmetric matrix and AS
ij ∈ R is the number of DTI-derived fibers connecting brain

region i and region j. Then, we conduct normalization of AS using (3.4) and (3.5).(
AS
)
µ

and
(
AS
)
σ

are the mean and the standard deviation of AS. Because the number

of fibers connecting two brain regions can be from zero to a few thousands and conform

to a skewed distribution. Log transformation can equalize the standard deviations and

make the distribution of the sample mean more consistent with a normal distribution

(Curran-Everett (2018)). Therefore, we first used log transformation to narrow the

range of the number of fibers by (3.4) and then used (3.5) for normalization.

AS
ij = log10

(
AS

ij + 1
)

(3.4)
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AS =
AS −

(
AS
)
µ

(AS)σ
(3.5)

At last, we combine the normalized structural network
(
AS
)

and functional

profile
(
AF ) using (3.6) and (3.7):

Â = I + θ1A
S + θ2A

F (3.6)

θk =
exp (−βk)∑2

m=1 exp (−βm)
(3.7)

where I is an identity matrix of N × N and it makes sure that each node can be

considered in its own convolutional operations. θ1 and θ2 control the contributions of

structural and functional components in the combined new brain connectome ( Â).

Here βk(k = 1, 2) are introduced in (7) to constrain
∑2

k=1 θk = 1 and θk > 0. During

this training process, θk is iteratively updated (via βk ) to improve the classification

performance when differentiating MCI from NC in the fully connected layers (Section

3.5). It is clear that introducing βk s in (7) can facilitate the gradient descend method

to optimize θks without cautious on the simplex constraint, and (7) is a continuous

and differentiable function, which can be easily optimized by the backpropagation

method. As a result, the presented fusion strategy is easily incorporated into our

deep learning models. In general, the disease-related knowledge (from classification)

is passed to functional profile
(
AF
)

and then transferred to the new brain connectome

( Â ), by combining with structural network
(
AS
)
. This is an iterative process and

at each iteration, Â will be used as the new topology for graph convolution of node-

associated features.
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Figure 3.2. The major steps of the proposed Graph Based Deep Model (GBDM). The
model consists of four components: 1) functional profile learning, 2) brain structure-
function fusion, 3) brain network convolution and 4) MCI-NC classification. Func-
tional profile learning aims to learn a new representation of pairwise functional re-
lations by introducing a trainable functional mapping matrix. In the step of brain
structure-function fusion, structural network and the learned functional profile are
combined as a hybrid brain network and it will be updated in each iteration. Using
functional connectivity (defined with Pearson’s correlation coefficient) as features as-
sociated to the network nodes (brain regions), we conduct graph convolution based on
the hybrid brain network. A fully connected network is appended at last for MCI-NC
classification and the results are used to update the parameters in previous layers. Be-
cause the learned hybrid brain network “deeply” integrates brain structure-function
information to maximize its MCI-NC classification power, we name it as Deep Brain
Connectome.
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3.2.4 Brain Network Convolution

To represent the latent interactions in brain network, we adopt a multi-layer

GCN architecture to fulfill the joint tasks of classification and brain connectome

learning. GCN [38] extends traditional CNN by applying convolutional operations on

graph-based instead of Euclidean-based neighbors. Here we provide a basic definition

of graph for better understanding of GCN.

Definition. A graph is denoted by G = (N,E,A) where N is the set of

nodes, E is the set of edges and A ∈ RN×N is the adjacency matrix, N is the number

of the nodes. In a graph, let ni ∈ N denote node i, eij = (ni, nj) ∈ E denote an edge

connecting ni and nj and aij ∈ A to represent the connection strength between ni

and nj.

For a graph G, each node ni can have its own attributes represented by a row

vector xi ∈ R1×D and D is the dimension of attributes (features). X = [x1, . . . , xN ] ∈

RN×D is the feature matrix of

the graph. We used the updated hybrid brain connectome Â as the adjacency matrix

in each iteration (A = Â). We calculated Pearson Correlation Coefficient of every pair

of averaged fMRI signals as feature matrix P ∈ RN×N(X = P ). The feature vector of

node ni, Pi = (Pi1, Pi2, . . . , PiN), is the concatenation of correlations to all the other

nodes. The input graphs in our model are individuallevel graphs which have the same

number of nodes representing the corresponding brain regions. More importantly, the

topology of the graphs (A = Â) are flexible and will be iteratively updated in the

training process to maximize its classification power when differentiating MCI from

NC.
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Based on P and Â, the convolutional process of multi-layer graph convolutional

network is formulated by (3.8) and (3.9).

G = f
(
ÂH l−1Wl

)
(3.8)

H l =

 f
(
ÂH l−1Wl

)
, l ≥ 1,

P, l = 0,
(3.9)

where f is the nonlinear activation function and we used Relu in our experiment.

For the tth layer, H l is the output, Wl ∈ RFii×Flo is the weight matrix, Fli and Flo

are the feature sizes of input and output feature matrix. As showed in Fig. 3.3,

each Wl is a filter which selects related features from neighbors and defines how to

combine these features. By stacking multiple graph convolutional layers, information

from high-order neighbors (indirectly connected via other nodes) can be propagated

along brain connectome defined by current adjacency matrix Â. Fig. 3.4 illustrates

the neighbors with different order and how a multi-layer GCN conducts the graph

convolution at different layers. Our previous study [105] suggested that the impact

of MCI-related alterations may go beyond the first-order neighbors and be limited

to the third-order neighbors. Therefore, in our experiments, brain network based

convolutions were implemented using a two-layer GCN.

3.2.5 MCI-NC Classification

In the last part of GBDM, we designed a two-layer fully connected neural net-

work to perform binary classification for two classes - MCI and NC. Based on the

classification performance, the gradient information will be propagated back to the

entire network and the following parameters will be updated accordingly: 1) {Wl} in

brain network convolution - Section 3.2.4 ; 2) {θk} in brain structure-function fusion
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Figure 3.3. Multi-layer graph convolutional network. According to the input adja-
cency matrix Â and feature matrix P , a GCN layer creates a hidden representation
for each node by combining features from its neighbor nodes based on Wl. After the
combination, a nonlinear transformation is applied to the hidden representation. By
stacking multiple layers, the final hidden representation of each node gathers infor-
mation from both direct neighbors and high-order neighbors (indirectly connected via
other nodes).

Figure 3.4. The influences of using different numbers of GCN layers for aggregating
features. We use step to represent the number of edges in a shortest path connecting
two nodes in the graph. The nodes with the same color represent that they have the
same steps from the center node (red). With more GCN layers are stacked the deeper
of brain network relations are considered.

- Section 3.2.3; and 3) M in functional profile learning - Section 3.2.2. Through this

way, the disease-related knowledge drives the training process to learn a new brain

connectome - Â (see (3.6)) which represents a deep fusion of brain structure and

function, that is the deep brain connectome. After the above three parameters are

obtained after training process, we can make prediction for any given individual data

including structural network matrix AS, feature matrix P , and averaged fMRI signals

{fi} : the first step is to calculate the individual deep brain connectome Â by using

(3.6) and the optimized M and {θk}; then P together with Â are forward propagated
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through the trained deep graph convolutional network with optimized {Wl} to the

classification layer for final prediction.

3.3 Results

We applied our proposed GBDM to individual fMRI signals and brain structural

network. For each sample (subject) in training data, the individual structural network

is used to initialize the adjacency matrix with (3.6). Individual functional signals are

used for functional profile learning (see (3.3)), brain structure-function fusion (see

(3.6)) as well as node features in (3.9). Besides classification, the major outcome

of GBDM is the learned hybrid connectome - deep brain connectome (Â), which

integrates the knowledge from both brain structural and functional data. In the

results, Section 3.3.1 and 3.3.2 introduce the participants and data preprocessing.

Section 3.3.3 shows the experimental setting. Section 3.3.4 shows the comparison of

classification performance with other widely used methods. Section 3.3.5 shows the

details of the learned deep brain connectome and the evaluation of different model

settings will be discussed in Section 3.3.6.

3.3.1 Participants

In this work, we jointly analyzed three modalities of brain imaging data in ADNI

dataset, including structure MRI (T1weighted), resting state fMRI (rs-fMRI) and

DTI. We began with 252 subjects (132 Normal Controls (NC) and 120MCI patients)

which have all three modalities. 38 (16 NC and 22MCl ) subjects were not used in

this work due to poor image quality. In total, we have 214 subjects including 116

subjects from NC group (60 females, 56 males; 74.26 ± 8.42 yrs.) and 98 subjects

from MCI group (57 females, 41 males; 74.23± 8.81 yrs.). The proposed analysis was

conducted on these 214 subjects.
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3.3.2 Data Description and Preprocessing

The T1-weighted MRI data has 240 × 256 × 208 voxels and the voxel size

= 1.0 mm× 1.0 mm× 1.0 mm,TR = 2.3 s. The DTI data has 54 gradient directions,

each volume has 116 × 116 × 80 voxels and the voxel size = 2.0 mm × 2.0 mm ×

2.0 mm,TE = 56 ms and TR = 7.2 s. The rs-fMRI data has 197 volumes, each volume

has 64×64×48 voxels and the voxel size = 3.4375 mm×3.4375 mm×3.4 mm,TE =

30 ms,TR = 3 s and flip angle = 90◦. The first 6 volumes were discarded during

preprocessing procedures to ensure magnetization equilibrium.

We applied the same standard preprocessing procedures as in [46]. In brief,

we applied skull removal for all modalities. For rs-fMRI images, we applied spatial

smoothing, slice time correction, temporal pre-whitening, global drift removal and

band pass filtering (0.01-0.1 Hz). All of these preprocessing steps are implemented

using FMRIB Software Library (FSL) [47] FEAT. For DTI images, we applied eddy

current correction via FSL and fiber tracking via MedINRIA. For T1-weighted images,

we registered them to DTI space by FSL FLIRT and then conducted segmentation

using FreeSurfer package [49]. After the segmentation, we adopted the Destrieux

Atlas [1] for ROI labeling and the brain cortex is partitioned into 148 regions after

removing two unknown areas and two empty areas.

3.3.3 Experimental Setting

Data Setting. For each subject, the whole brain is divided into 148 regions

using Destrieux Atlas. We calculate averaged fMRI signal for each brain region and

created brain structural network
(
AS
)

and Pearson Correlation Coefficient matrix

(P ) for each subject. For classification, we conducted 5-fold cross-validation using

the 214 subjects (116NC/98MCI).
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Model Setting. The functional profile learning was implemented by one fully

connected layer with the input dimension and the output dimension of T , where

T is the number of time points. We employed a two-layer GCN for brain network

convolution. The output feature dimensions of the first GCN layer and the second

GCN layer are 148 and 296, respectively. The two feature dimensions are selected

according to model evaluation (Section 4.6). The MCINC classification was conducted

by one fully connected layer with input dimension 43808 (region number (148) ×

feature size (296)) and output dimension C, where C is the number of classes ( C = 2

in this work). The entire model was trained in an end-to-end manner. During the

training process, the parameters were initialized following the Xavier scheme. The

Adam optimizer was used to train the whole model with standard learning rate 0.0005

, weight decay 0.01 , and momentum rates (0.9, 0.999).

3.3.4 Classification Performance

The proposed GBDM is based on MCI/NC classification task. In this sec-

tion, we focus on comparing classification performance of the proposed method with

other widely used methods. As mentioned earlier, GBDM is designed to learn a

deeply combined structural-functional connectome that can be used to achieve higher

MCI/NC classification performance. For fairly comparison, we summarize the overall

classification performance of recent MCI studies using both single-modality and multi-

modality as well as our model in Table 3.1. The approaches of classification include

traditional machine learning methods, such as SVM [106, 107, 108, 109, 110, 111] and

most recent deep learning models, such as CNN [112, 86, 113]. The single modal-

ity includes MRI, DTI, and PET. The multi-modality includes MRI + PET, MRI

+ PET + biomarkers, MRI + PET + biomarkers + Genetics, MRI + DTI, and

MRI + DTI + fMRI. For AD/NC classification, the accuracy of most single-modality
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methods listed in Table 1 is bellow 90% while the accuracy of most multi-modality

methods is over 90%. Although the performance of [106] and [109] stand out than

other listed single-modality methods and can reach an accuracy over 90%, they used

multi-view and multi-atlas to organize the single-modality data at different scales

and different views. For MCI/NC classification, the accuracy of most single-modality

methods is bellow 80% while the accuracy of most multi-modality methods is over

80%. Among the listed studies, [112], [86] and [111] tested the proposed methods with

both single-modality and multi-modality. Their results indicate that comparing to

single-modality, using multi-modality data can achieve higher classification accuracy.

Some of the listed multi-modality methods used PET data, which inclines to have

better classification power than MRI based modalities. It is worth noting that our

method used noninvasive DTI/fMRI data and achieves the best performance of 92.7%

for MCI/NC classification. Our result suggests that recognition of the complex rela-

tionship between different modalities may be critical for better understanding brain

structure-function alterations in brain disorder studies.

3.3.5 Deep Brain Connectome

Besides classification of MCI patients, the other major outcome of GBDM is

the learned deep brain connectome ( Â ). By comparing the learned deep brain

connectome with the original brain structural network, we are able to examine the

functional influences on the structural connectivity (fusion of structural and functional

data) when conducting MCI classification task. All the results showed in this section

are based on the testing dataset.
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Table 3.1. Performance Comparison of Different Methods in AD/MCI Classification.
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Figure 3.5. The results of the learned Deep Brain Connectome and comparison with
brain structural network. (a) shows the averaged results for NC group (the first
row) and MCI group (the second row). For each group, the first column displays the
group-wise structural network and the order of the brain regions listed in the matrix
is the same as Destrieux atlas. The second column shows the learned deep brain
connectome. Compared to brain structural network, the increased and decreased
connectivity in deep brain connectome are shown in the third and fourth column.
The top changed connectivity using the thresholds of 70% (for increased connectivity)
and 37% (for decreased connectivity) are shown in the fifth and sixth column. (b)
shows the increased and decreased connectivity of 6 randomly selected subjects from
NC group (the first block) and MCI group (the second block).
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3.3.5.1 Overall patterns of deep brain connectome

After applying the trained GBDM to each testing subject, the individual deep

brain connectome - Â can be computed via (3.6). The difference between Â and

the structural network reflects the influence of functional data in the deep structure-

function fusion when classifying MCI from NC. Therefore, we are interested with the

changed connectivity of Â comparing to the corresponding structural network. Fig.

3.5 (a) shows the averaged results of different groups: NC and MCI. For each matrix,

the order of the brain regions is the same as the order defined in Destrieux atlas [1]: the

upper left/lower right represents the connectivity within the same hemisphere and the

connections between different hemispheres are located in upper right/lower left. The

first column displays the group-wise structural network and we can see that the over-

all patterns of two groups are similar: they show relatively stronger fiber connections

in the same hemisphere [114]. The second column shows the obtained deep brain con-

nectome. Through visual examination we can find that comparing to the structural

network, the deep brain connectome is decreased within the same hemisphere and

increased across different hemispheres. These interesting results suggest that after

incorporating functional data to structural network, some crosshemisphere connec-

tivity are strengthened to improve the classification power in deep brain connectome.

To better demonstrate the inter- and intra- hemisphere patterns, we showed the in-

creased and decreased connectivity separately at the third and the fourth columns

in Fig. 3.5 (a). We can see that the increased connectivity is mostly composed of

the ones connecting to different hemispheres (the third column), while the decreased

connectivity is located within the same hemisphere (the fourth column). Note that in

order to improve the robustness and exclude the potential noisy data, we only consider

the increased/decreased connectivity which have changed by more than 5% on every
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subject in the testing dataset. Besides the averaged results, we also randomly selected

6 subjects from testing dataset for each group and showed the individual increased

and decreased connectivity in Fig. 3.5 (b). The patterns of the altered connectivity

of single subject are consistent with the averaged results. Moreover, we used medians

of the changes ( 70% for increased and 37% for decreased) as the thresholds to select

the top increased and decreased connectivity and showed them in the fifth and the

sixth columns in Fig. 3.5 (a). Our results indicate that the number of top increased

connectivity in MCI group is much more than that in NC group. To further analyze

the group level differences, we examine the distribution of the changed connectivity

in deep brain connectome based on the changing scale.

Figure 3.6. Changing rate (%) for the increased connectivity (a) and decreased con-
nectivity (b) of NC and MCI groups.

3.3.5.2 Changed connectivity in deep brain connectome

To further study the changed connectivity in deep brain connectome and better

illustrate the group level differences, we calculated the distribution regarding the

changing scale of increased and decreased connectivity (Fig. 3.6). For both NC and

MCI groups, there are more increased connectivity ( NC = 1034,MCI = 980 and
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2014 in total) than decreased connectivity ( NC = 153,MCI = 153 and 306 in total).

The scale of changing for decreased connectivity mainly ranges from 35% to 40%,

whereas increased connectivity has higher percentage of changing which is from 62%

to 80%. The increased connectivity inclines to possess larger changing scale than the

decreased ones. Another observation is that for increased connectivity, the changing

scale of MCI group is higher than NC group.

3.3.5.3 Visualization of the brain regions involved in the top changed connectivity

For better visualizing the changed connectivity and the related brain regions,

we adopt two strategies to project them back to brain space. We first show the top 10

increased and decreased connectivity with the largest changing scale for MCI and NC

groups in Fig. 3.7 (a). It is consistent with Fig. 3.5 that the increased connectivity

are mainly the ones connecting the regions on different hemispheres and the decreased

connectivity are located within the same hemisphere. In addition, the top increased

connectivity inclines to connect brain regions with long distance, while decreased ones

mostly connect local areas.

The second way to project the changed connectivity is using the same threshold

for the level of changing compared to the initial structural network. Here, to better

demonstrate the differences between NC and MCI groups and the differences between

increased and decreased connectivity, we used 72% (for increased connectivity) and

38% (for decreased connectivity) and the results are shown in Fig. 3.7 (b). For both

MCI and NC groups, the number of increased connectivity is much more than the

decreased ones. This implicates that to improve the classification performance, the

learned deep connectome enhanced many structural connectivity by deep fusion of

structural and functional data. Moreover, with the same threshold MCI group shows

much more increased connectivity than NC group.
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Figure 3.7. The top increased/decreased connectivity and the involved brain regions
for both MCI and NC groups. (a) shows the brain regions related to the top 10
increased and decreased connectivity and their connections. (b) shows the brain
regions related to the increased and decreased connectivity with an averaged changing
rate above 72% and 38%, respectively. For subfigures in both (a) and (b), the first
row shows the involved regions and the second row highlights the regions as colored
bubbles as well as the connections.
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3.3.6 Model Evaluation

There are two key hyper-parameters in the proposed GBDM that may affect

our results. The first is the σ in (3.3), which controls functional profile learning. The

second parameter is the dimension of the output features at each graph convolutional

layer, which directly affects graph convolution. In this paper, we used G (F1, F2) to

denote the architecture of graph convolutional network and Fl is the dimension of

the output features at the lth convolutional layer. Since the dimension of the input

data is 148 ×148, we will evaluate the influence using different feature dimensions

Fl = 148 ∗ a, (a = 1, 1.5, 2, . . . , 6). For each model setting we conducted 5 -fold cross-

validation using the same input data. The influences of the two hyper-parameters on

classification performance, overall patterns of the changed connectivity and the scale

of changing are discussed in this section.

3.3.6.1 Influence on classification performance

Because the proposed GBDM is driven by the classification results, we firstly

evaluate the influence of σ and feature dimensions on classification performance. We

tried a spectrum of σ (from 1.0 to 3.0 ) with different feature dimensions (from

(148, 296) to (444, 888)) and showed the classification performance in Table 3.2. In

order to evaluate the classification performance in a more comprehensive way, we

summarized accuracy (Acc), averaged precision (Pre), averaged recall (Rec), and

averaged specificity (Spec) for each model setting. For accuracy, we showed the best,

worst, and averaged results separately. The combination of σ = 2.0 with G (148, 296)

gives the best accuracy −92.7%. The other settings also showed decent performance

in this work. In general, our proposed GBDM performs relatively stable within a

wide range for the two key parameters.
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Table 3.2. Classification Performance under Different Model Settings.

3.3.6.2 Influence on the patterns of the changed connectivity

To demonstrate the influence of different parameters on the changed connectiv-

ity in deep brain connectome, we displayed the top increased and decreased connec-

tivity obtained under different model settings in Fig. 3.8. In general, the patterns

of the changed connectivity are very consistent: though the number and scale of the

changed connectivity may be slightly different with different σ and feature dimen-

sions, the top increased and decreased connectivity display the same inter- and intra-

hemisphere patterns as Fig. 3.5.

3.3.6.3 Influence on the scale of the changed connectivity

Here we will discuss the influence of σ and feature dimension on the scale of

the changed connectivity. We projected the trends of maximum and median values

of the changing scale in Fig. 3.9. Fig. 3.9 (a) shows the impact of σ with fixed

feature dimension. It is obvious that as σ becomes larger, both the maximum and

the median of the changing scale for increased connectivity become larger, while the

decreased connectivity inclines to change less. One reason is that according to (3.3)
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Figure 3.8. Top increased and decreased connectivity under different model settings.
We used different combinations of σ and feature dimension to conduct our experi-
ments.

Figure 3.9. Influence of σ and feature dimension on changing scale of the altered con-
nectivity. (a) shows the maximum and median of changing rate of the increased and
decreased connectivity with a spectrum of σ (from 1.0 to 3.0 ) based on G(148, 296).
(b) shows the maximum and median of changing scale of the increased and decreased
connectivity of different feature dimensions with the same σ = 2.0.

the learned functional profile AF is positive proportional to σ. Thus, a larger σ

leads to an AF with larger values. Because AF contributes to the partial differences

between structural connectivity and deep brain connectome - Â, the change of σ will
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affect the scale of the changed connectivity. Even so, more than 83% of the brain

regions associated with the top 100 changed connectivity are still the same. Fig. 3.9

(b) shows the impact of feature dimension with fixed σ. The maximum and median

of the changing scale for both increased and decreased connectivity are similar across

different model settings. These results suggest that the dimension of the output

features seems less sensitive than the other hyper-parameter −σ.

3.4 Discussion

The core component of GBDM is the deep fusion of functional data and struc-

tural network: driven by the classification result, the graph that represents the learned

connectome is iteratively updated based on functional features upon current network

topology. Therefore, an interesting question would be how to understand and inter-

pret the newly learned brain network - deep brain connectome. In the past decades,

numerous connectome-based studies have reported and confirmed both structural and

functional alterations in AD/MCI patients [67, 52]. However, the learned deep brain

connectome cannot be treated as a simple combination of structural and functional

connectivity. In this work, we conducted convolutional operations (see (3.8)) on

graph-based neighbors which are defined by the adjacency matrix - Â. Essentially,

the entry in Â is proportional to the output at each layer and a larger connectivity

in deep brain connectome indicates this connectivity may be potentially important

in the classification task. The most brain regions related to the top increased con-

nectivity are widely known for their close relations to AD/MCI development, such as

orbital part of the inferior frontal gyrus (G front infOrbital) [115] and temporal re-

gions. This result suggests the training process of GBDM tends to alter brain network

topology (initialized using structural network) to provide more efficient paths for con-

volution operations: by increasing or decreasing connectivity in current brain network
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(Â), the way of integrating information from neighbors can be optimized to improve

the overall classification performance. In addition, it is not necessarily true that the

structural and functional connectivity are always consistent as functional connectiv-

ity can be observed between brain regions with no direct connections [66, 19, 68].

Therefore, when incorporating functional data, the abovementioned training process

will increase the connectivity between the regions in different hemispheres that have

little or no structural connectivity (Fig. 3.5). Another interesting observation is the

top increased connectivity inclines to connect brain areas with long distance, while

decreased ones mostly connect local regions. In our graph convolutional operations,

increasing/decreasing a connectivity will give more/less consideration to the related

regions when combining functional features. Our results in Fig. 3.5 and Fig. 3.7

indicate the deep brain connectome tries to enhance the weight of long-distance con-

nections instead of short-distance connections. Recent studies show that long-distance

connections play a critical role in functional diversity and complexity of dynamics.

Especially for AD and MCI, the severity of disease and cognitive impairment was

more associated to long-distance connected regions [116]. In general, the derived

deep brain connectome reflects which connections/paths that are“important” to the

classification task.

The core idea of deep brain connectome is to identify the disease related brain

network by learning the connectome topology (using both structural and functional

information) instead of fixing the predefined brain network. In this work, our pro-

posed model has been applied to MCI/NC classification task, however, it can be easily

extended to other tasks. In many brain disorders, pathological changes tend to be

“global” instead of “local”: the structural and functional alterations are not equally

distributed over the brain; instead, they often spread via structural or even functional

68



network to influence other brain regions. Thus, our deep brain connectome can be a

promising approach to explore the underlying relations between brain structural and

functional perturbations at network level in both neurological and psychiatric dis-

eases. In addition, by using appropriate label information including clinical status,

subtyping or other cognitive/behavior measures, deep brain connectome can be used

in the study of brain development, aging, disease progression and many other appli-

cations. For example, classification loss is used to train the graph topology, but other

loss options can be adopted based on different tasks, such as regression loss (e.g., for

continuous measures) and task-specific loss (e.g., a combined loss for multiple tasks).

3.5 Conclusion

It is widely believed that the AD/MCI related brain alterations involve both

brain structure and function. However, how to computationally model the com-

plex and potentially non-linear relations between structural and functional data and

integrate them at network level is still challenging. Inspired by the most recent

development of deep learning approaches, in this work we developed a graph-based

deep model - GBDM to classify MCI patients from normal controls. We constructed a

graph convolutional network with trainable topology which is learned from functional

features and structural network simultaneously. Comparing to the initialized struc-

tural network, the learned new brain network - deep brain connectome shows increased

connections connecting to different hemispheres and regions with long-distance. Our

developed GBDM achieves 92.7% classification accuracy on ADNI dataset and out-

performs most recent studies. Given the complementary information stored in mul-

timodal data, we envision that our proposed deep brain connectome can provide a

promising way for the deep fusion of brain structure and function.
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CHAPTER 4

DISEASE2VEC: ENCODING ALZHEIMER’S PROGRESSION VIA DISEASE

EMBEDDING TREE

Another significant challenge in the study of brain diseases, particularly neu-

rodegenerative disorders, such as Alzheimer’s disease (AD), arises from the extended

preclinical phase, which spans from clinical asymptomatic stages to severe impair-

ment. Although a variety of predictive approaches have been proposed and evaluated

in terms of their prediction capability for AD and its precursor – mild cognitive

impairment (MCI). Most of them focused on prediction or identification of statis-

tical differences among different clinical groups or phases, especially in the context

of binary or multi-class classification. The continuous nature of AD development

and transition states between successive AD related stages have been typically over-

looked. Though a few progression models of AD have been studied recently, they

were mainly designed to determine and compare the order of specific biomarkers.

How to effectively predict the individual patient’s status within a wide spectrum of

continuous AD progression has been largely understudied. To solve this problem, in

Chapter 4,we developed a novel learning-based embedding framework to encode the

intrinsic relations among AD related clinical stages by a set of meaningful embedding

vectors in the latent space (Disease2Vec). We named this process as disease embed-

ding. By Disease2Vec, our framework generates a disease embedding tree (DETree)

which effectively represents different clinical stages as a tree trajectory reflecting AD

progression and thus can be used to predict clinical status by projecting individuals

onto this continuous trajectory. Through this model, DETree can not only perform
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efficient and accurate prediction for patients at any stages of AD development, but

also provide richer status information by examining the projecting locations within a

wide and continuous AD progression process. Moreover, the proposed framework is

a general one that can be applied to various diseases.

4.1 Introduction

Alzheimer’s disease (AD) is the most common cause of dementia that cannot

be prevented, cured, or even slowed. Earlier studies have shown that AD patho-

genesis involve widespread alterations in brain structure and/or function, such as

hippocampi [117], gray matter atrophy [118], white matter disruption [119] and ab-

normal functional connectivity in default mode network (DMN) [120]. Based on

these brain alterations, many approaches have been developed for early diagnosis of

AD and its prodromal stage – mild cognitive impairment (MCI), such as voxel-based

analysis [121], tract-based spatial statistics [122], and recently developed machine

learning/deep learning-based models [123, 41, 105]. However, as a neurodegenerative

disorder with a long pre-clinical period, the spectrum of AD spans from clinically

asymptomatic to severely impaired [124]. For example, heterogeneity in clinical pre-

sentation, rate of atrophy and cognitive decline [125] may occur in the prodromal

stage of AD [126]. Furthermore, individual variations may also contribute to the het-

erogeneity of AD: earlier studies suggested that the gap between cognitive function

and brain pathology (i.e., cognitive reserve) is typically larger in highly educated indi-

viduals [127]. In general, traditional predictive approaches (e.g., classification-based

models) may be limited in describing the continuum of AD development and individ-

ual variations in clinical prediction. To address this potential limitation, hypothetical

models [128] for AD progression have been proposed and followed by various progres-

sion studies using cross-sectional or short-term follow-up dataset. These attempts
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include regression-based models [129], event-based models [130] and other computa-

tional models [131]. Nevertheless, most of them were designed to determine the order

of biomarkers. Because these models consider different measures or biomarkers sepa-

rately, they create a different trajectory for each biomarker. Consequently, different

models and assumptions may lead to inconsistent results and interpretations [130].

More importantly, previous AD progression models are based on population analysis,

they cannot be directly used for individualized diagnosis and prediction.

Recent advancements in deep learning have brought about a paradigm shift in

representation learning, leading to the emergence of powerful embedding techniques

across various domains. Notably, word embedding methods have made remarkable

contributions in the field of natural language processing (NLP) [132]. These methods

aim to generate dense, continuous vector representations of words, effectively repre-

senting and capturing the complex semantic relationships among them. That is, the

words sharing similar semantic meanings can be projected as the vector representa-

tions that are closely situated in a high-dimensional space. These embedding methods

have demonstrated exceptional performance across a range of downstream tasks [132].

Similarly, a groundbreaking approach known as cortex2vector [133] has recently been

introduced. This method focuses on encoding the cortical folding patterns into a

group of anatomically meaningful embedding vectors. By leveraging this technique,

the anatomical similarity of different brain landmarks can be effectively represented

by the similarity of their corresponding embedding vectors. The core idea underlying

these embedding methods lies in the direct shaping of the latent space (embedding

space), aligning it with the semantic space. By mapping complex data into the la-

tent space, different positions within this space correspond to distinct semantic or

anatomical information. This alignment enables efficient representation and analysis
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Figure 4.1. Training: we used functional connectivity as input and learned a Disease
Embedding Tree (DETree) to model the entire progression of AD in the latent space.
In the tree structure, each small bubble represents a single subject, and the colors
indicate different clinical groups, including normal control - NC (green), significant
memory concern - SMC (yellow), early MCI - EMCI (orange), late MCI - LMCI
(pink) and AD (red). Each edge in the DETree indicates that the connecting two
nodes have higher similarity in the latent space. The five larger bubbles represent
the learned group embeddings. Prediction: During the prediction, new patients will
be projected into the latent space which are represented as scattered bubbles. The
color of the bubble indicates the true label, the location of the bubble shows its state
in the entire development process from NC to AD, and the prediction of the bubble
is based on the nearest group embedding.

of complex relationships and therefore enhances our ability to explore and understand

intricate data structures.

Inspired by the abovementioned remarkable successes of embedding methods,

in this work, we designed a new learning-based embedding framework to encode the

entire AD progression by a set of meaningful embedding vectors in the latent space

(Disease2Vec). By employing this approach, the latent space is aligned with the

AD progression trajectory, allowing for the representation of intrinsic relationships

between different clinical stages through the learned embedding vectors. Fig. 4.1

provides a visual depiction of the core idea behind our framework. During the train-

ing process, we introduce a novel ordered embedding method that shapes the latent
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space in alignment with the disease development process. This results in a set of

learnable embeddings for different clinical groups. These group embedding vectors

are orderly arranged in the latent space, directly corresponding to different stages of

disease progression. To effectively capture individuality, we transform the input fea-

tures of individuals into the latent space to obtain individual embeddings. Through

the learning process, the distribution of these individual embeddings in the space

reflects the corresponding individual’s clinical status within the entire disease devel-

opment process. The proposed framework jointly learns the clinical group embeddings

and individual embeddings to better shape the latent space. As a result, we obtain a

tree-based trajectory within the latent space, known as the Disease Embedding Tree

(DETree). This trajectory effectively integrates AD progression modeling and indi-

vidual prediction. During the prediction process, new individuals can be projected

onto the continuous trajectory of the learned DETree. This allows our model not

only to assign clinical groups to new patients but also to indicate their clinical status

throughout the entire development process, spanning from normal cognition (NC)

to AD. With the learned DETree, our model achieves a relatively high classification

accuracy – 77.8% for multi-class classification (NC vs. SMC vs. EMCI vs. LMCI

vs. AD), compared to other established machine learning/deep learning methods

[105, 127, 134, 135, 136, 137, 138, 139, 140, 141, 142]. Furthermore, the proposed

DETree framework is versatile and can be adapted to a wide range of neurodevel-

opmental, neurodegenerative, and psychiatric disorders that exhibit multiple clinical

stages during the development.
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4.2 Materials and Methods

4.2.1 Data

4.2.1.1 Datasets Description and Data Pre-processing

In this work, we used 266 subjects ( 60NC, 34SMC, 51EMCI, 62LMCI and 59AD

) from the ADNI dataset (http://adni.loni.usc.edu/). Each subject has both structure

MRI (T1-weighted) and resting state fMRI (rs-fMRI) data. For T1-weighted MRI,

FOV = 240 × 256 × 208 mm3, voxel size = 1.0 mm isotropic, and TR = 2.3 s. The

rs- fMRI data has 197 volumes, FOV = 220 × 220 × 163 mm3, voxel size = 3.3 mm

isotropic, TR = 3 s,TE = 30 ms and flip angle = 90◦. We followed the standard-

ized preprocessing procedures adopted in [143, 144] for imaging data. Specifically,

we applied skull removal for both T1 and rs-fMRI modalities. And for rs-fMRI im-

ages, the first 6 volumes were discarded during preprocessing procedures to ensure

magnetization equilibrium. Then we applied spatial smoothing, slice time correc-

tion, temporal pre-whitening, global drift removal and band pass filtering (0.01-0.1

Hz). All these preprocessing steps are implemented using FMRIB Software Library

(FSL) (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/) FEAT. For T1 images, we conducted

segmentation by FreeSurfer package (https://surfer.nmr.mgh.harvard.edu/). After

the segmentation, we adopted the Destrieux Atlas for ROI labeling, and the brain

cortex is partitioned into 148 regions.

4.2.1.2 Generation of Functional Connectivity

We calculated averaged fMRI signal for each brain region. Previous studies

[145, 56] suggested that for rs-fMRI 14 time points (when TR = 2 s ) are sufficient to

capture functional dynamic patterns. To enlarge the dataset, we divided the signal

into four non-overlapping segments and each segment has 45 time points. We used
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Pearson Correlation Coefficient to calculate functional connectivity for each of the

four groups of the signal segments and obtained four functional connectivity matrices

for each subject. These functional connectivity matrices were vectorized and used as

input of our model.

4.2.2 Method Overview

We proposed a DETree framework to represent the continuum of AD develop-

ment process as a tree structure embedded in a latent space. Here, an embedding is

an abstract representation defined in latent space that is associated with a specific

clinical stage (group embedding) or a specific individual (individual embedding). We

parameterized a set of group embeddings as hidden variables in latent space (Section

4.2.3) and used the order information of clinical groups ( NC → SMC → EMCI →

LMCI → AD) to guide the embedding process (Section 4.2.4). In general, the pro-

posed model aims to learn a deep representation of the input signals in a latent space

that is specially optimized for both tasks simultaneously: the individual prediction

and the AD progression learning. As a result, on the learned tree structure, the pa-

tients with similar clinical status are close and distant otherwise. Moreover, DETree

can predict the clinical stage for a new patient by projecting it to the appropriate

location on the learned tree structure (Section 4.2.4). Next, we will present the details

of DETree and its predictive capability for new patients.

4.2.3 Disease Embedding Learning

Let {(xi, yi)}ni=1 be the training data consisting of n labeled data with the ith

input xi ∈ Rd and class label yi ∈ {1, . . . , C} with C disease stages. To maintain

representative instances for different disease stages, we parameterized and learned a

set of embeddings in the latent space and used embedding matching for classification.
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First, we learned a non-linear function h(x, θ) : Rd → Rk to transform any

given input x ∈ Rd to a latent space Rk with learnable model parameter θ to ob-

tain individual embedding. And then, we defined a set of clinical group embeddings

as E =
{
ei,j ∈ Rk | i = 1, 2, · · · , C; j = 1, 2, · · · , K

}
where K is the number of the

embeddings in each class. With the help of the non-linear transformation function

h(x, θ) and the set of embeddings E in the latent space, we can make prediction

for any given data. Specifically, given an input data x ∈ Rd, we first generated

its representation (individual embedding) h(x, θ) in latent space, then we compared

the individual embedding with all clinical group embeddings and classified it to the

category y, which is the nearest clinical group that the embedding belongs to:

y = argmini∈{1,2,···C} min
j∈{1,2,···K}

∥h(x, θ)− ei,j∥22 (4.1)

The network parameters θ and clinical group embeddings E can be trained

jointly in an end-to-end manner, which can make the model h(x, θ) and clinical group

embeddings interact with each other for better performance. To train the model, we

need to define a proper loss function such that 1) it is differentiable with respect to

θ and E , and 2) it should be closely related to the classification accuracy.

Embedding Learning Based Cross Entropy Loss. In our DETree model, we

used distance to measure the similarity between the individual embeddings and the

clinical group embeddings. The class label of the clinical group embedding ei,j can

be denoted by yi,j, to indicate the jth embedding of class yi. Thus, the probability of

an input x belongs to class yi (i.e., ei,j is the nearest embedding of x ) is formulated

as:

P (yi,j | x) =
exp

{
−α ∥h(x, θ)− ei,j∥22

}∑C
l=1

∑K
m=1 exp

{
−α ∥h(x, θ)− el,m∥22

}(4.2)
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where α is a hyper-parameter that controls the hardness of distance in probability

assignment. Given the definition of P (yi,j | x), we can further define the probability

of an input x belonging to the category c ∈ {1, 2, · · · , C} as:

P (c | x) =
K∑
j=1

P (yc,j | x) (4.3)

Then, we defined a classification loss function based on the probability P (c | x)

and named it as embedding learning based cross entropy loss given by:

LE((x, y); θ; ε) = − 1

C

C∑
c=1

I(c = y) logP (c | x)(4.4)

where indicator function I(c = y) is 1 if predicator c = y is true and 0 otherwise.

From (4.2), (4.3) and (4.4), we can see that optimizing the embedding based

cross entropy loss essentially corresponds to decreasing the distance between the indi-

vidual embedding h(x, θ) of input sample x and the clinical group embedding vector,

which comes from the true category of x. By this way, the distance of two input

samples at the same disease stage will be small in the latent space, and the disease

related representative clinical group embeddings can be automatically learned from

data.

To improve the generalization performance and prevent over-fitting, we also

proposed a new embedding-based regularization term:

LER((x, y); θ; ε) = ∥h(x, θ)− ey,∗∥22 (4.5)

where ey,∗ is the closest group embedding of h(x, θ) with class label y. The regu-

larization term pulls the individual embedding h(x, θ) of input sample x close to its

corresponding clinical group embedding, making the individual embeddings within

the same class more compact, so it is beneficial for classification.
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4.2.4 Ordered Embedding Constraint

The class labels y provides not only the separability of their inputs, but also the

underlying relationship of the clinical groups, which corresponds to different disease

stages during the progression of AD. It is generally assumed that the ordering of

the clinical groups is NC → SMC → EMCI → LMCI → AD. Even though the

ordering of each input sample is unknown, the ordering of the classes can still provide

valuable information to guide the embedding learning. To take advantage of this

prior knowledge, we constructed an affinity matrix A =
[
a(i,j),(i′,j′)

]
∈ RN×N for

the similarity among embedding class labels. N = C × K is the total number of

embeddings, where C is the number of clinical stages and K is the number of the

embeddings in each class. a(i,j),(i′,j′) = 1 if the (i, j)th embedding and the (i′, j′)th

embedding are from the same class, that is yi = yi′ , a(i,j),(i′,j′) = 0.5 if yi is the neighbor

of yi′ in the ordering of class labels, and 0 otherwise.

To leverage this prior information for learning the path of AD progression, we

added an additional neural network layer with softmax function onto the embeddings

to link the clinical group embeddings and the different classes (stages) of AD. As a

result, the output probability of clinical group embedding ei,j belonging to the class

c is formulated as:

Oc (ei,j;W, b) =
exp

{(
W T

c ei,j + bc
)}∑C

l=1 exp {(wT
l ei,j + bl)}

(4.6)

where {Wl, bl} are the parameters of the neural network layer. The final prediction

is:

yi,j = argmax
c∈{1,2,···c}

Oc (ei,j;W, b) (4.7)
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According to (4.6) and (4.7), the classification loss of clinical group embeddings

is defined as:

LO (ei,j;W, b) = −1

c

C∑
c=1

I(c = i) logOc (ei,j;W, b) (4.8)

Then, we proposed the following regularization term to incorporate the ordering

information of the class labels in terms of the affinity matrix A based on the manifold

assumption: if two labels are similar, their probabilities of predictions should be close.

The regularization term is then formulated as:

LOR(E ;W, b) = trace
(
OLyO

T
)

(4.9)

where O = [O1;O2; · · · ;OC ] ∈ RC×(C×K) and Oc = [Oc (ei,j;W, b)]{i,j} ∈ R
1×(C×K), ∀c,

Ly = D− A is the graph Laplacian matrix of A and D = diag
(∑n

j=1Ai,j

)
.

Together with (4.4), (4.5), (4.8), (4.9) in hand, we are now ready to formulate

our DETree model with the loss function defined as:

L =
n∑

i=1

[LE ((xi, yi) ; θ; E) + βLER ((xi, yi) ; θ; ε)]+γ
C∑
i=1

K∑
j=1

LO (ei,j;W, b)+δLOR(E ;W, b)(4.10)

This loss function (4.10) is derivable with respect to θ, E ,W and b. The whole

model can be trained in an end-to-end manner. Once the model is trained, the latent

space will demonstrate a clear alignment with the different stages of AD progression.

The clinical group embeddings will be organized in a meaningful sequence within the

latent space, and the distances between individual embeddings will accurately cap-

ture the relatedness of disease states among corresponding individuals throughout the

entire course of the disease. To visually represent the intricate relationships among

individuals and offer a clear depiction of each individual’s position throughout the

disease progression, we attempt to create a structured tree-like representation based

on these learned embeddings. In this tree structure, individuals that share similar
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disease states are connected by edges, providing a visual reflection of the disease’s

developmental process. To achieve this, we initiated the process by computing pair-

wise distances between individual embeddings, resulting in an n×n distance matrix,

where n is the number of embeddings. Subsequently, upon the obtained distance ma-

trix we generated a minimum spanning tree using Kruskal’s algorithm. Within the

tree structure, the connecting individuals have shortest latent distances and share

similar disease status. This approach effectively provides a visual and structural

representation of the disease progression, facilitating a deeper understanding of the

relationships among individuals at different stages of the disease and their positions

within the progression. We named it Disease Embedding Tree (DETree).

For a new patient x, the DETree can provide two sets of predictions. Firstly, we

can obtain the probabilities of assigning the new patient x to each of the given clinical

groups using (4.3). Based on these probabilities, we can make the best prediction

regarding the clinical group that patient x belongs to. Secondly, DETree enables us

to determine the location of the individual patient within the learned tree using the

function h(x, θ). This location reflects the specific stage in the progression of AD

where the patient is situated. By utilizing these predictions, we can gain valuable

insights into both the patient’s clinical group assignment and their disease progression

stage.

4.3 Results

4.3.1 Experimental Setting

Data Setting. In this work, we used 266 subjects (60 NC, 34 SMC, 51 EMCI,

62 LMCI, 59 AD) in our experiment. Based on Section 4.2.1.2 each subject has four

functional matrices and we obtained 1064 data samples in total. In our experiments,
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the training, validation, and testing datasets were split according to subjects, that

is, four matrices of the same subject will be divided into the same dataset. As the

functional matrix is symmetric, to reduce the redundant data, we used the vectorized

upper triangle of each matrix as input features.

Model Setting. In this work, the non-linear function h(x, θ) was implemented

by 6-layer fully connected network. The dimensions of the fully connected network are

1024-512-256-64-16- k, where k is the dimension of the latent space (Section 4.2.3).

We tested k = 5, 10, 15, 20, 25. We showed the results of k = 25 which gives the best

classification performance in Section 4.3.2 and Section 4.3.3, and compared the results

of k = 5, 10, 15, 20 and 25 in Section 4.3.4. Activation function Relu and Batchnorm

were used at each layer. C = 5 is the number of classes (NC/SMC/EMCI/LMCI/AD).

For each class, we initialized one learnable group embedding (K = 1). We conducted

hyper-parameter tuning for α, β, γ, and δ by searching a grid of powers of 10 within

the range of 10−4 to 101. The selection of the best hyper-parameter values was based

on the performance of models using the training and validation datasets, resulting in

α = 1.0, β = 0.001, γ = 1.0 and δ = 1.0. The entire model was trained in an end-

to-end manner. Adam optimizer was used to train the whole model with standard

learning rate 0.001 , weight decay 0.01 , and momentum rates (0.9, 0.999).

4.3.2 Classification Performance

In this section, we showed the classification performance of the proposed DE-

Tree. For fair comparisons, we used two strategies to compare the proposed method

with other widely used methods. Firstly, we repeated experiments 5 times with ran-

dom seeds to compare the results with other four broadly used machine learning

methods including support vector machine (SVM), k-nearest neighbors (KNN), lo-

gistic regression and random forest. We conducted grid searching using training and
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Table 4.1. Classification Performance of DETree and Four Traditional Machine Learn-
ing Methods. The orange shade and blue shade highlight the best and the second-best
results, respectively.

validation datasets to select the best model parameters for the four models. As a re-

sult, the SVM with linear kernel, regularization strength = 0.8, the KNN with k = 9,

the logistic regression with lbfgs solver, 12 regularization, regularization strength

= 1.2, and random forest with 100 trees obtained the optimal performance. The

classification performance was measured by F1 scores: F1 = 2× precision × recall
precision + recall

and

accuracy (Acc). The results are showed in Table 4.1. We can see that the F1 score

of DETree model is over 0.75 which is more than 10% higher than the second-best

results. And for some classes it can reach 0.80 , which is outstanding in multi-class

classification of AD and significantly outperforms the other four methods.

Secondly, we compared the multi-class classification performance with latest

deep learning methods on AD and reported the results in Table 4.2. As shown in

Table 4.2, [20] obtains a very high F1 score for AD group, however the F1 scores for

other groups are considerably lower. Although the total accuracy of [30] is slightly

higher than our results (0.780 > 0.778), it is important to note that they only con-

sidered three classes, whereas our approach encompasses five classes in this study.

In comparison with these methods, our proposed approach not only achieves a high
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Table 4.2. Classification Performance of DETree and Other Deep Learning Methods.
cMCI/pMCI: MCI patient who converted to AD within 36 months; sMCI: MCI pa-
tients who didn’t convert to AD within 36 months. EMCI/LMCI: early/late MCI.
The orange shade and blue shade highlight the best and the second-best results, re-
spectively.
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overall accuracy but also maintains high accuracies for each class without significant

disparities.

4.3.3 The Learned Disease Embedding Tree

In addition to its outstanding classification performance, our DETree’s most

significant contribution lies in the introduction of a novel ordered embedding method

to direct shape the latent space (embedding space). Through this method, the latent

space is effectively aligned with the AD progression trajectory and a tree structure is

learned to model the entire spectrum of AD progression. To evaluate the effectiveness

of this method, we analyzed the results from two different perspectives.

Firstly, we conducted analyses from a group-level perspective. The well-trained

model mapped the samples at different disease stages into the embedding space. We

attempted to evaluate the alignment between embedding space with the AD pro-

gression by visualizing the feature distribution of different clinical groups in the em-

bedding space. Since the learned DETree is in a high dimensional embedding space

(k = 5, 10, 15, 20, 25), we adopted Principal Component Analysis (PCA) to project

highdimensional features into two-dimensional space. PCA is a dimensionality reduc-

tion technique widely used in data analysis and machine learning. Its primary objec-

tive is to simplify complex datasets by transforming them into a lower-dimensional

form while preserving the most critical information. The results are shown in Fig.

4.2 (a), where five subfigures (a1 to a5) correspond to the results of five runs of our

experiments. From the visualization, it is evident that the feature distribution cor-

responding to the five different clinical stages exhibit a clear order (highlighted by

dashed arrows), ranging from NC (green) to SMC (yellow), EMCI (orange), LMCI

(pink), and eventually ends with AD (red), which is consistent with the AD progres-

sion trajectory. This demonstrates that the embedding space aligns well with the AD
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Figure 4.2. (a): Visualization of the feature distribution of different clinical groups in
the embedding space. (b): DETree learned from multiple clinical groups, including
NC, SMC, EMCI, LMCI, and AD. Each small bubble in the tree represents a single
subject color-coded according to their clinical group. Each edge indicates higher
similarity between connected nodes. The five larger bubbles represent the group level
embeddings. (c): the Mini-Mental State Examination (MMSE) score [3] mapped to
DETree. (d): the Alzheimer’s Disease Assessment Scale – Cognitive subscale (ADAS-
cog) score [4] mapped to DETree. The small bubbles in (c) and (d) correspond to
the small bubbles in (b) at the same location.

progression. This result indicates that the proposed ordered embedding method is

effective in capturing the progression of AD in the embedding space.

Secondly, we conducted analyses at the individual level. For each subject, the

well-trained model mapped the input individual feature to the embedding space, ob-

taining the corresponding embedding vector −h(x, θ). To analyze the relationship
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between subjects, we employed Kruskal’s algorithm to create a minimum spanning

tree over the embedding vectors (DETree). The results are shown in Fig. 4.2 (b). In

this tree structure, each small bubble represents a single subject, with its color indi-

cating the clinical group to which the subject belongs. Each edge in the tree structure

indicates higher similarity between the connected nodes. The five larger bubbles rep-

resent the learned group embeddings. From the results we can see that, the learned

DETree structure precisely displays a trajectory of AD progression. It starts with the

NC, goes through SMC, EMCI, LMCI and eventually ends with AD. The DETree

captures the underlying progression pattern, demonstrating its ability to represent

the continuous spectrum of AD progression in the embedding space. Moreover, a sig-

nificant advantage of DETree over traditional classification methods is its ability to

represent not only clinical group information but also the specific states of individuals

along the entire disease development process. To further illustrate this, we mapped

the Mini-Mental State Examination (MMSE) score [40] and the Alzheimer’s Disease

Assessment Scale - Cognitive subscale (ADAS-cog) score [41], two commonly used

tools for assessing dementia, to DETree and presented the results in Fig. 4.2 (c) and

(d), respectively. It is evident from the two score trees that the cognitive impairment

severity shows an increasing trend from normal control (NC) to Alzheimer’s disease

(AD) in both score trees, in alignment with the disease progression. Furthermore,

considerable variabilities exist in the impairment severity among individuals within

the same clinical group. DETree’s such capability to preserve substantial individuality

in AD progression sets DETree apart as a significant advantage in disease modeling

and enhances its potential utility in clinical applications and personalized medicine.

In this work, we used functional connectivity to learn the DETree. To further

explore which functional connections contribute most to the learned tree structure,
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Figure 4.3. Top connectivity that contributes most to the learned DETree structure.
In each block, the top and bottom rows display the involved brain regions and con-
nectivity, respectively.

we sorted them with Laplacian score (LS) [146]. LS is a robust feature selection tech-

nique widely employed in machine learning and data analysis. It proves particularly

useful when dealing with high-dimensional datasets and tasks that require a deep

understanding of underlying data structures. LS is grounded in Laplacian Eigenmaps

and Locality Preserving Projection, focusing on the evaluation of features based on

their locality preserving power. The concept behind LS is straightforward: data

points that belong to the same class are typically close to one another. LS uses the

nearest neighbor graph to obtain the local structure of the data and obtains the LS

value of each feature. Features that respect this graph structure will obtain higher LS

values and will be selected. Fig. 4.3 shows the top 5, 10 and 15 connectivity selected

by LS that have the most contributions during the learning of DETree structure. In

each subfigure, the first row shows the brain regions involved in the connectivity. The

second row shows the connectivity, and the corresponding regions are represented by

bubbles with the same color. Most of the regions in Fig. 4.3 are reported in previ-

ous studies for the close relationship to AD, such as the regions in frontal lobe and

temporal lobe [123, 41, 105].
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4.3.4 Ablation Study

In our DETree model, the hyper-parameter that has the most significant in-

fluence on the DETree structure is k, which represents the dimension of the em-

bedding space. We conducted experiments with different values of k, specifically

k = 5, 10, 15, 20, and 25 , and analyzed the results from three perspectives: the classi-

fication performance, feature distribution in the latent space, and the learned DETree

structure.

Firstly, we evaluated the influence of k on the classification performance. To

augment the training dataset and improve model training, the fMRI signals of each in-

dividual in the training and validation datasets were divided into four non-overlapping

segments, effectively quadrupling the dataset size. In order to assess whether the

segmented methods impact the performance estimation on the testing dataset, we

conducted experiments in both segmented and unsegmented settings on the testing

datasets and compared the results. These comparisons are presented in Fig. 4.4. As

depicted in Fig. 4.4(A) and (B), increasing the value of k leads to enhanced clas-

sification performance in both segmented and unsegmented settings on the testing

dataset. This improvement is attributed to the fact that lowdimensional embedding

spaces may not fully capture the intricate relationships within the brain network

data, while higher-dimensional spaces provide a more comprehensive representation

of these relationships, resulting in improved classification performance. To highlight

the distinctions between the segmented and unsegmented testing dataset settings,

we calculated the differences in F1 and Acc measures and presented the results in

Fig. 4.4(C). The findings indicate that segmented and unsegmented settings exhibit

similar classification performance, with variations within the range of [−0.05, 0.06].
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Figure 4.4. (A) and (B): Classification performance of various dimensions of the
embedding space in two testing dataset settings. (C): The differences in F1 and Acc
measures of two settings.

Secondly, we assessed the impact of k on the feature distribution in the embed-

ding space, particularly its alignment with the AD progression process. The results

are displayed in Fig. 4.5. Notably, as we varied the value of k from 5 to 25 , the

feature distribution of the five clinical groups consistently maintained the order from

NC to SMC, EMCI, LMCI, and eventually AD. This alignment of embedding space

with the AD progression trajectory demonstrates that the choice of k does not affect
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the feature distribution in the embedding space. This indicates that our proposed

ordered embedding method exhibits excellent robustness across different dimensions

of embedding space. The flexibility to choose different dimensions of the embedding

space enhances the potential of the proposed model in adapting to diverse data char-

acteristics and complexities, making it applicable to a wide range of applications.

Figure 4.5. Visualization of the feature distribution of different clinical groups in the
embedding space with varying dimensions: NC - green, SMC - yellow, EMCI - orange,
LMCI - pink, and AD - red.

Thirdly, we explored the impact of k on the learned DETree structure and

presented the results in Fig. 4.6. From Fig. 4.6 we can see that if k is too small

(corresponding to lower dimensional embedding space), the distances among different
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embeddings tend to be small (highlighted by blue circle). As a result, the corre-

sponding embeddings exhibit high similarities. This leads to insufficient dissimilarity

between embeddings, which can limit the capability of DETree in representing mul-

tiple clinical stages in AD progression and compromise its prediction performance

when estimating new samples. These findings are consistent with the results in Fig.

4.4, where lower-dimensional spaces exhibited inferior classification performance com-

pared to higher-dimensional embedding spaces.

Figure 4.6. Different DETree structures learned in the embedding space with varying
dimensions. The blue circles are used to highlight the embeddings from different
clinical groups with small distance.
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4.3.5 Reproducibility and Generalizability

To evaluate the reproducibility of our proposed model across different datasets

and its generalizability to different tasks, we collected the most recent released subset

of ADNI, including 145 subjects ( 40NC : 22 females, 18 males, 73.64 ± 7.03 yrs.;

28 progressive MCI (pMCI): 13 females, 15 males, 72.44 ± 7.43 yrs.; 42 stable MCI

(sMCI): 18 females, 14 males, 71.32 ± 6.94 yrs.; and 35 AD: 15 females, 20 males,

72.93 ± 8.56 yrs.). The pMCI group includes patients who progressed to AD within

36 months [134, 135], while sMCI consists of individuals who did not progress. We di-

vided the 145 subjects (dataset-2) into training, validation, and testing datasets. For

the training and validation datasets, we employed the same four-segment approach as

in dataset-1. However, in the testing dataset, we used an unsegmented setting. Using

a similar experimental setup as in dataset-1, we conducted a series of experiments,

repeating each experiment 5 times with different random seeds. Our objective was

to evaluate the performance of the proposed DETree model with varying embedding

dimensions (k) for the new classification task: NC vs. SMCI vs. pMCI vs. AD.

We evaluated the model’s performance from three perspectives: classification perfor-

mance (Fig. 4.7), feature distributions in the latent space (Fig. 4.8), and the learned

DETree structures (Fig. 4.9).

As shown in the results, increasing the value of k leads to improved classification

performance, consistent feature distributions in the latent space, and larger distances

among different embeddings within the learned DETree structure. These findings are

consistent with the conclusions drawn from dataset-1, indicating that the DETree

model exhibits excellent reproducibility and generalizability. However, it’s worth

noting that in the new classification task, our model achieved a maximum accuracy

of 0.708 , slightly lower than the 0.777 accuracy obtained in task- 1 based on dataset-

1 . This drop in accuracy can be attributed to the introduction of new categories,
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Figure 4.7. Classification performance of various dimensions of the embedding space
based on dataset2.

Figure 4.8. Visualization of the feature distribution of different clinical groups in the
embedding space with varying dimensions based on dataset2.

sMCI and pMCI, which replaced EMCI and LMCI from task-1. This observation is

consistent with the results in Table. 4.2, where tasks related to MCI progression, as
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Figure 4.9. Different DETree structures learned in the embedding space with varying
dimensions based on dataset2.

discussed in references [134, 135, 140], typically exhibit slightly lower classification

accuracy compared to other works. This discrepancy may be due to the increased

challenge of distinguishing between sMCI and pMCI compared to the previous EMCI

and LMCI categories. Nevertheless, even in this context, our model consistently

outperforms other models in the MCI progression task [134, 135, 140].

4.4 Discussion and Conclusion

In this study, we introduced a novel DETree framework that seamlessly in-

tegrates individual prediction with AD progression modeling. The learned DETree

structure effectively represents the trajectory of AD progression and achieves an im-
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pressive prediction performance of over 77.8% for multiple AD-related stages. One of

the key strengths of our approach is its ability to not only predict the clinical status

of individual patients but also provide valuable information about their specific state

within the entire spectrum of AD progression. We summarize the advantages and

limitations of our current work and provide some insights for future research.

4.4.1 Advantages

DETree is a general framework for modeling continuous diseases development.

In this work, we only applied DETree to Alzheimer’s disease, but it is a versatile

framework that can be extended to a wide range of diseases. The proposed DETree

framework allows for flexibility in implementing nonlinear function h(x, θ), making it

adaptable to any disease that exhibits multiple clinical stages during its development.

Researchers can choose a suitable model architecture for h(x, θ) implementation and

input relevant features into the model based on the specific disease and tasks at hand.

More important, by modifying the affinity matrix A, the prior knowledge about the

disease can be easily introduced into the DETree model.

DETree exhibits versatility beyond the realm of classification tasks. With mi-

nor adjustments to the additional neural network layer in Section 4.2.4, DETree can

seamlessly extend its applicability to regression problems. For instance, by substi-

tuting the discrete clinical labels with continuous clinical scores, such as the MMSE

score [3], the existing classification framework can be readily transformed into a ro-

bust regression-based model. A straightforward approach to achieve this is as follows:

We take the feature and score pairs {(xi, si)}ni=1 as input to train a non-linear func-

tion h(x, θ) : Rd → Rk, with learnable model parameter θ. This transforms any

given input x ∈ Rd to a latent space Rk. Based on the latent feature h(x, θ), we will

integrate two tasks: clinical score prediction and disease progression representation.
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This means h(x, θ) is influenced by both tasks, allowing it to capture key informa-

tion related to both scores and disease progression simultaneously. To implement the

prediction task, we can train a submodule g (x,Wr, br) to predict the clinical score

as follows: si
′ = g (h (xi, θ) ,Wr, br), and a regression loss Lr = 1

n

∑n
i=1 (si − si

′)2 can

be used to control the regression learning. Regarding the disease progression task,

we can utilize a ranking loss function [147]. In contrast to other loss functions like

Cross-Entropy Loss or Mean Square Error Loss, which aim to directly predict a label,

a value, or a set of values based on an input, Ranking Losses focus on predicting

relative distances between inputs, commonly referred to as metric learning. Specif-

ically, let x = {x1, . . . , xn} be the objects that need to be ranked, associated with

multi-level ratings denoted as L = {l(1), . . . , l(n)}, where each l(i) ∈ {r1, . . . , rk} and

signifies the label of xi [147]. In our work, the rating l(i) is the clinical score of xi. In

the ranking context, when l(i) > l(j), it implies that object xi should take precedence

over xj in the ranking order. Let F represent the class of functions, and f ∈ F denote

a specific ranking function. The objective is to learn the optimal ranking function

from training data by minimizing a specific loss function. This loss function is defined

based on the objects, their associated labels, and the ranking function itself. Several

methodologies have been proposed to facilitate the learning of this optimal ranking

function, including point-wise approaches [148, 149], pairwise approaches [150, 151],

and e list-wise approaches [152, 153]. Moreover, it’s worth delving deeper into explor-

ing the integration of disease-related prior knowledge to tailor a ranking function that

better aligns with the demands of our specific task. This is an avenue that deserves

further investigation in our future work.

97



4.4.2 Limitations and Future Work

The current work has focused on a specific choice of the embedding number

−K, for each class. In Section 4.2.3, we provide a general form of group embeddings

as ε =
{
ei,j ∈ Rk | i = 1, 2, · · · , C; j = 1, 2, · · · , K

}
where K is the number of the

embeddings in each class and could be equal to or greater than 1 . However, for

the particular application addressed in this study, K is intentionally set to 1 . It’s

important to note that in many scenarios, the choice of K can be a subject for more

in-depth exploration. For example, in the case of specific diseases where individuals

in the same disease stage exhibit diverse clinical symptoms, the choice of K becomes

crucial. In such cases, the objective is that each of the K learned embeddings will

capture the specific features associated with the varying clinical symptoms observed

at the same disease stage. It’s essential to emphasize that, given the potential subtle

differences among patients in the same disease stage, a significant amount of data is

required to adequately train the model for each clinical response.

Current work only covers single modality. Due to the scarcity of multi-modal

data, where each subject is required to have multiple modalities of data, such as both

structural and functional image data, the sample size drastically decreases. Conse-

quently, we have only focused on utilizing a single modality for this study. Previous

studies [154, 155] suggest that functional abnormalities may precede structural al-

terations, making functional data more suitable for a comprehensive modeling of the

entire AD progression process. Therefore, we chose to use functional connectivity

data in this study. In the future, as we acquire sufficient multi-modal data, extending

our current model to accommodate multiple modalities becomes feasible by treating

each modality as a distinct view. Specifically, we can tailor a modality-specific model

for each modality, mapping the original data into a unified embedding space from its

unique perspective. This flexible strategy not only effectively conceals heterogeneities
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and inconsistencies between modalities, such as variations in numerical values, dimen-

sions, and representations, but also allows us to optimize the model architecture for

each modality to capture its specific characteristics most effectively. For instance,

recent advancements in Large Language Models (LLMs) have demonstrated impres-

sive achievements in various domains [156, 157, 158, 159, 160], including NLP and

Computer Vision (CV). We can leverage these pre-trained LLMs on large datasets

as feature extractors and fine-tune them to adapt to healthcare data. This enables

us to fully exploit the remarkable generalization and feature extraction capabilities

of these large models. Through this approach, we can harness cutting-edge models

and technologies from the NLP and CV domains to study brain diseases effectively.

By integrating NLP and CV advancements into our research on brain diseases, we

have the opportunity to gain new insights and breakthroughs that were previously

not attainable. This interdisciplinary approach opens up exciting possibilities for the

advancement of neuroscience and healthcare research.
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CHAPTER 5

CORTEX2VEC: ANATOMICAL EMBEDDING OF CORTICAL FOLDING

In Chapter 5, we will explore how to leverage and customize the impor-

tant techniques – tokenization and embedding in LLMs, to address the longstanding

anatomical correspondence problem in neuroscience. Currently, brain correspondence

approaches highly depend on the regularity, or commonality, of anatomical structure,

by forcing the same atlas to be matched to different brains. As a result, individu-

alized structural information can be overlooked. Recently, we conceptualized a new

type of cortical folding pattern called the 3-hinge gyrus (3HG), which is defined as

the conjunction of gyri coming from three directions. Many studies have confirmed

that 3HGs are not only widely existing on different brains, but also possess both

common and individual patterns. In our study, we put further effort, based on the

identified 3HGs, to establish the correspondences of individual 3HGs. Inspired by

the embedding technique in LLMs as well as taking into account the unique charac-

teristics of brain networks, we developed a learning-based embedding framework to

encode individual cortical folding patterns into a group of anatomically meaningful

embedding vectors (cortex2vector). Each 3HG can be represented as a combination of

these embedding vectors via a set of individual specific combining coefficients. In this

way, the regularity of folding pattern is encoded into the embedding vectors, while the

individual variations are preserved by the multi-hop combination coefficients. Results

show that the learned embeddings can simultaneously encode the commonality and

individuality of cortical folding patterns, as well as robustly infer the complicated

many-to-many anatomical correspondences among different brains.
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5.1 Introduction

Accumulating evidence suggest that the underlying mechanisms of brain or-

ganization are embedded in cortical folding patterns [161, 162, 163, 164, 165]. Al-

terations or deficits in cortical folding are strongly associated with abnormal brain

structure-function, impaired cognition, behavioral disorganization [166, 165, 94] and

various neurodevelopmental disorders [167, 168, 169]. Unfortunately, quantitative,

and effective representation of cortical folding has been challenging due to the re-

markable complexity and variability of convex gyral/concave sulcal shapes. Recently,

we first conceptualized a new type of brain folding pattern termed 3-hinge gyrus

(3HG) [170, 171], which is the conjunction of gyri coming from three directions in

cortical folding. Interestingly, 3HGs are not only evolutionarily preserved across mul-

tiple species of primates [172], but also robustly existed on human brains despite

different populations or brain conditions [171, 173, 174, 175]. Previous studies al-

ready confirmed that 3HGs tend to have thicker cortices [170], higher DTI-derived

fiber density [173], and more pronounced connective diversities in both structural

and functional domains [170, 172, 174]. In addition, comparing to other gyral regions

(i.e., 2-hinge gyrus), 3HGs possess significantly higher brain connectivity measures

[174] such as degree, strength and betweenness. All these findings suggest that 3HGs

may play a key role (e.g., hubs in the cortico-cortical connective network) in brain

anatomical architecture [174]. Meanwhile, 3HGs can be achieved conveniently from

widely existing T1 images and therefore, can better serve as meso-scale anatomical

landmarks of human brain.

It is worth noting that 3HGs are identified on individual space, which means

cross-subject correspondences of 3HGs need to be constructed before conducting any

population-level analysis. Zhang et al. [175] developed a two-view & group-wise

graph matching method to use both cortical folding patterns and DTI-derived fiber
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shape features to estimate the 3HG correspondences. The core idea is to jointly

optimize the axonal connective and anatomical topological patterns, as two views,

and maximize the consistency between the corresponding 3HGs on different brains.

However, this method suffered from three challenges: 1) because of group-wise opti-

mization scheme, the robustness and computing time highly rely on the number of

samples; 2) the graph matching is conducted independently (from scratch), making it

difficult to generalize the obtained correspondence of 3HGs on training data to new

brains; and 3) the features of two views are handcrafted and directly used to seek

the consistency, thus weakening the effectiveness of the method for inflexibility to

adapt tremendous individual variations. Therefore, it is more desirable to automati-

cally learn an intrinsic representation of folding patterns that can be used for finding

reliable corresponding 3HGs across different brains. More importantly, this represen-

tation should be able to simultaneously characterize commonality and individuality

of cortical folding and be generalized well on new datasets.

Recent advances in deep modeling have triggered a new era in representation

learning field, and a variety of powerful representation learning algorithms have been

proposed. For example, in Natural Language Processing (NLP), many word em-

bedding methods have been developed to learn semantically meaningful embeddings.

Those embeddings have shown superior performances on various downstream tasks

[176, 177, 178, 179]. Similarly, there has been a surge of graph-based embedding

approaches that can encode the nodes/edges based on graph structure information

[180, 181, 182, 183, 184, 185]. All these remarkable works have demonstrated the

superiority of learning-based embedding methods when targeting an effective repre-

sentation in latent space. Inspired by these representation learning studies, in this

work, we aim to design a learning-based embedding framework to encode the complex

and variable cortical folding patterns into a group of anatomically meaningful em-
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bedding vectors (cortex2vector). The similarity between different embedding vectors,

in turn, can appropriately represent the relations between the corresponding brain

landmarks – 3HGs.

In word embedding, each single word in a sentence can be explicitly embedded

via alphabet combinations and this makes it easy to build the word vocabulary.

When using 3HGs as the elementary anatomical units for cortical embedding, we

do not have similar “vocabulary”, since every single 3HG is unique. To solve this

problem, instead of conducting embedding on 3HG directly, we choose to learn the

embeddings of the anatomical features associated to 3HGs. Our previous work [171]

has developed an innovative and effective algorithm to build brain anatomical graph,

named GyralNet, that automatically and accurately extracts all gyral crest lines as

edges, and 3HGs as nodes. Hence, for each 3HG, its location and the connections with

other 3HGs within individual GyralNet can be used as two key features for embedding.

Specifically, we used the anatomical regions of interest (ROI) (from FreeSurfer atlas)

to index the location of each 3HG. As all the 3HGs on the same hemisphere are

connected by gyri hinges, we considered multi-hop neighbors of each 3HG and build

the local connections. Though this way, each 3HG can be represented as a hierarchical

combination of multi-hop ROIs via a set of specific multi-hop combination coefficients.

That is, we learned a high-dimensional embedding vector for each anatomical ROI

via an autoencoder model, and these learned ROI embedding could serve as the basic

elements to represent each 3HG, like alphabet in words. By training the proposed

model in a self-supervised manner, the regularity of folding pattern is encoded into

the embedding vectors and the variability is preserved by the multi-hop coefficients.

Our experiment results show that the learned embeddings can successfully encode the

common patterns and variability of 3HGs simultaneously and can also accurately infer

the cross-subject many-to-many correspondence under complex cortical landscapes.
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Moreover, our developed learning-based framework generalizes well when applied to

large-scale new datasets.

5.2 Materials and Methods

5.2.1 Datasets Description and Data Pre-processing

In this work, we used structure MRI (T1-weighted) of 1064 subjects from Hu-

man Connectome Project (HCP) S1200 release. For the T1-weighted structure MRI,

the imaging parameters are TR = 2.4s,TE = 2.14 ms, flip angle = 8deg, Field of

View (FOV ) = 224× 224 mm and resolution = 0.7× 0.7× 0.7 mm3. We applied the

same standard pre-processing procedures as in references [144] for T1 imaging data.

In brief, pre-processing steps included brain skull removal, tissue segmentation and

cortical surface reconstruction via FreeSurfer package [49]. Destrieux Atlas [1] was

used to conduct ROI labeling for reconstructed white matter surface.

5.2.2 Identification of GyralNet and 3HGs

The 3HGs were identified automatically via our recently developed pipeline

[171], which consists of four key steps, including gyral altitude mapping, gyral crest

segmentation, tree marching and extraction of GyralNet and 3HGs.

5.2.2.1 Gyral Altitude Mapping

The gyral altitude is defined as the displacement of a vertex from its original

location to a hypothetical “mid-surface”, which separates gyri from sulci [186]. This

“mid-surface” is chosen to make the summation of the displacement of all vertices

from their original locations to be zero. We mapped gyral altitude to all vertices on

surface in Fig. 5.1(a1).
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Figure 5.1. Schematic of the proposed embedding framework. (a) Identification of
GyralNet and 3HGs. a1 White matter cortical surface mapped by gyral altitude; a2
Segmentation of gyral crest (white regions) from sulci basins (color regions); a3 Con-
necting the gyral crest regions into a completed graph by tree marching (black curves).
A magnification view of the circled patch is displayed between a2 and a3; a4 Pruning
the redundant branches to preserve the main trunk of the graph (black curves) - Gy-
ralNet; a5 Identification of 3HGs (labeled by green bubbles). (b) 3HG’s multi-hop
feature encoding. b1 Parcellating the entire cortex into 75 ROIs via Destrieux Atlas
and assigning each 3HG with an ROI label as node feature; b2 Numerically repre-
senting each ROI label by one-hot encoding; b3 By considering multi-hop neighbors,
3HG are encoded by multi-hop features. (c) The proposed learning-based embedding
framework (details can be found in Section 5.2.4).

5.2.2.2 Gyral Crest Segmentation

The watershed algorithm (Bertrand (2005)) was applied to the gyral altitude

map in Fig. 5.1(a1) to separate the gyral crest (regions above a predefined gyral

altitude level) from the sulcal basins (regions below the altitude level). The obtained

gyral crests (white) and sulcal basins (labeled by different colors) were displayed in
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Fig. 5.1(a2). More details about the watershed segmentation progress can be referred

to [171].

5.2.2.3 Tree Marching

A distance transform was firstly performed to gyral crest regions to assign a dis-

tance value to each vertex and highlight the centers of the gyral crests. The distance

was defined based on the displacement from the vertex of interest to the boundaries

between gyral crest regions and sulcal basins. As a result, a field with decreasing gra-

dient from gyral crest centers to the boundaries was generated. Then a tree marching

algorithm was applied to the distance map to connect vertices from crest centers to

boundaries. A tree root was placed in each gyral crest center and progressively con-

nected other vertices following the descending gradient of the distance map till the

boundaries between gyral crest regions and sulcal basins are reached. During this

process, when two trees met, connections will be made between the two trees. By

this way, the gyral crests on the same hemisphere can be connected into a graph. The

constructed graph structure was shown in Fig. 5.1(a3) by black curves and the zoom

in view of a circled area was displayed between Fig. 5.1(a2) and Fig. 5.1(a3).

5.2.2.4 Extraction of GyralNet and 3HGs

During the tree marching process, all the vertices in gyral crest regions were

connected and some redundant branches were generated. We trimmed these redun-

dant branches when their length was shorter than a predefined threshold. The main

trunks of the graph structure were preserved, and this trimmed graph named as Gy-

ralNet (black curves in Fig. 5.1(a4)). The conjunctions with three branches on the

GyralNet were defined as 3HGs (green bubbles in Fig. 5.1(a5)).
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5.2.3 Multi-Hop Features Encoding

By taking 3HGs as nodes, the GyralNet can be represented as an undirected

graph. Let G = (V , E) denote the undirected graph, where V = {v1, v2, · · · , vN}

is the set of N HGs, and E ⊆ {{vi, vj} | vi, vj ∈ V} is the set of unweighted edges

which are the gyral crest lines connecting 3HGs. Its adjacency matrix is denoted by

A = [ai,j] ∈ RN×N , where ai,j = 1 if there is a connection between vi and vj, and

ai,j = 0 otherwise. We conducted ROI labeling via Destrieux Atlas and divide the

whole surface into 75 ROIs. Each 3HG was assigned an ROI label as node feature

(Fig. 5.1(b1)). We numerically represented the ROI labels by one-hot encoding, i.e.,

the kth label was denoted by ek ∈ R75 with 1 in the kth location and 0 elsewhere.

Accordingly, the ith 3HG in kth ROI can be denoted by xi = ek.

By far, the undirected graph of 3HGs can be represented by the adjacency

matrix A and the feature matrix X = {x1;x2; · · · ;xN} ∈ RN×75 (Fig. 5.1(b2)).

Based on the two matrices, the two key components of multi-hop features encoding

are defined as:

lth hop features: In a 3HG graph, the lth hop neighborhood of the 3HG is the

set of 3HGs connecting to 3HG i via the shortest path with l steps (l-hop), denoted by

Nl(i). For vj ∈ Nl(i), its feature vector is denoted by xj , and accordingly the lth hop

features of 3HG are defined as
∑

vj∈Nl(i)
xj . Given the adjacency matrix A and the

feature matrix X, the lth hop features of 3HG i can be calculated by
[
AlX

]
i,∗, where

Al is the lth power of A. As the adjacency matrix A defines the direct connections

between the graph nodes, in the process of recurrently multiplying by itself, just like

the graph convolution operation, the undirected connections of further neighbors are

propagated and gathered along with the direct connections. When multiplying A l

times, the features of the neighbors that can reach the center node by l steps are
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congregated. As each row of AlX corresponds to one 3HG, the lth hop feature of

3HG i thereby can be denoted by
[
AlX

]
i,∗.

l hop features (multi-hop features): Based on the definition of lth hop

features, we further defined the l hop features of 3HG i as follows (Fig. 5.1(b3)):

F i
MH =



[X ]i,∗

[A1X ]i,∗
...[

Al−1X
]
i,∗[

AlX
]
i,∗


∈ R(l+1)×75(5.1)

where the 0th hop feature [X]i,∗ = ek, which indicates that 3HG i is in the ROI k,

and the lth hop feature
[
AlX

]
i,∗ =

∑75
k=1 a

i
lkek, with the multi-hop coefficient ailk

indicating the number of different l step paths that are available from 3HG i to the

ROI k. If there is no l-step path between them, ailk = 0, otherwise, ailk will be a

positive integer. In this work, we set l > 1, hence the l hop features cover multiple

hops of the 3HG graph and are also called multi-hop features. By organizing the

multi-hop features in this manner, the hierarchical multi-hop relationships between

3HGs with all the 75 ROIs are encoded into FMH .

5.2.4 Learning-based Embedding Framework

Our learning-based embedding framework (Fig. 5.1(c)) is designed in a self-

supervised manner: it includes two-stage encoding to hierarchically map the input

multi-hop features to a latent representation, and a two-stage decoding that aims
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to hierarchically reconstruct the original input from the latent representation. The

embedding learning process can be formulated as (5.2):

Ei
MH = σ

(
F i
MH ·WEmbedding

)
Ei

F = σ
((

WFusion
)T · Ei

MH

)
Ẽi

MH = σ
((

WD1
)T · Ei

F

)
F̃ i
MH = Ẽi

MH ·WD2

(5.2)

where σ is the non-linear activation function, F i
MH ∈ R(l+1)×75 is the multi-hop fea-

ture of 3HG i defined by (5.1);WEmbedding = {w1;w2; · · · ;w75} ∈ R75×d is the learn-

able embedding matrix. In our setting, there are 75 ROIs in total, we initialized a

learnable embedding vector w ∈ Rd for each ROI and organized them as the same

order as the one-hot encoding in (5.1) to form WEmbedding . The input multi-hop fea-

tures are embedded via WEmbedding (hop by hop) to generate multi-hop embeddings

Ei
MH ∈ R(l+1)×d. To further fuse the multi-hop embeddings into a single embedding

vector that contains the complete multi-hop information, we conducted the second

encoding by learnable combination parameters W Fusion ∈ R(l+1)×1 to integrate the

multi-hop embeddings into one embedding vector Ei
F ∈ R1×d. In (5.2) the transpose

of WFusion −
(
WFusion

)T
, was used for matrix multiplication at multi-hop dimension

(rows of Ei
MH).

We used a symmetric design (as traditional autoencoder) for the two-stage de-

coding with the parameters WD1 ∈ R1×(l+1) and WD2 ∈ Rd×75, respectively. The first

decoding reconstructs the hierarchical multi-hop embeddings from the combined em-

bedding vector, which ensures that the combined embedding vector Ei
F has captured

the complete information to restore the embeddings for each hop. Then, upon the

restored multi-hop embeddings Ẽi
MP , the second decoding was applied to recover the
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multi-hop input features F̃ i
MH . We adopted the MSE loss to evaluate the two-stage

decoding and the objective function can be defined by (5.3):

L = α
∥∥∥Ei

MH − Ẽi
MH

∥∥∥2
F

+ β
∥∥∥F i

MH − F̃ i
MH

∥∥∥2
F

(5.3)

where α and β are the hyper-parameters to control the contribution of the two-

stage decoding. The entire model was trained in a self-supervised manner, which

avoids introducing any bias from supervised term when representing cortical folding

as embedding vectors. Through a two-stage encoding-decoding process, the intrinsic

patterns buried in the complex and variable cortical folding can be effectively instilled

into the embedding vectors.

5.2.5 Evaluation of the Embedding Effectiveness

In this work, there are two kinds of embeddings: the ROI embeddings learned

by population WEmbedding and the individual 3HG embeddings −Ei
F . The ROI em-

beddings are learned by recovering the 3HG’s multi-hop features on population level

and can be served as the basic elements to represent each 3HG. Therefore, they

should have the capability to characterize regularity of the anatomical pattern of

3HGs shared by the population. We adopted the strength of 3HG’s multi-hop con-

nection to describe the 3HGs’ connection patterns between ROI pairs at different hop

levels, which is defined as:

Strength of 3HG’s multi-hop connection (ground truth matrix): If

3HG i is in ROIk and3HG j is in ROI m, and they are connected in the GyralNet via

the shortest path with l steps, then ROI k and ROI m have one l-hop 3HG connection.

In this work, we added up the connections between each pair of ROIs across the whole

population and used the resulting matrix as the ground truth (Fig. 5.2 a).
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In the ground truth matrix, if two ROIs have a larger number of l-hop 3HG

connections, it means the two ROIs are closely related in GyralNet at the l-hop

level. Thus, their l-hop embedding vectors should capture this close relationship by

possessing higher similarity in the latent space.

The individual 3HG embedding Ei
F is used to represent a unique 3HG. As

defined in (5.1) and (5.2), each 3HG embedding is a specific combination of ROI

embeddings WEmbedding via a set of 3HG specific coefficients {ailk} and the learned

fusion parameters WFusion . An effective embedding vector Ei
F is expected to be able to

preserve the individuality of different 3HGs and provides reliable crosssubject 3HG

anatomical correspondence. To evaluate this capability, we applied the generated

3HG embeddings to the anatomical correspondence task to infer the complicated

many-to-many crosssubject anatomical correspondence of 3HGs.

5.3 Results

We applied the proposed multi-hop feature encoding method (Section 5.2.3)

and the learning-based embedding framework (Section 5.2.4) to the identified 3HGs

(Section 5.2.2). By training the model end-toend in a self-supervised task, we learned

a set of ROI embeddings −WEmbedding . The effectiveness of WEmbedding was evaluated

by the strength of 3HG’s multi-hop connection (Section 5.2.5). Then we generalized

the learned ROI embeddings and the well-trained model to a new dataset and gener-

ated an individual embedding vector for each 3HG. The effectiveness of the generated

individual embedding vectors was evaluated in the anatomical correspondence task

to infer the complicated cross-subject anatomical correspondence of 3HGs. The re-

sult section is organized as follows: Section 5.3.1 introduces the experimental setting;

Section 5.3.2 evaluates the effectiveness of the learned ROI embeddings; Section 5.3.3
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show the inference results of the 3HGs’ anatomical correspondence task; Section 5.3.4

assesses the regression performance of the proposed two-stage decoding framework.

5.3.1 Experimental Setting

Data Setting. We randomly divided the 1064 subjects from HCP dataset into

two datasets. Dataset-1 is used to train the model and learn the embeddings. Then

the well-trained model and the learned ROI embeddings are applied to dataset-2 to

infer the 3HGs’ anatomical correspondence. In dataset-1, there are 564 subjects, and

186,915 3HGs are identified. In dataset-2, there are 500 subjects and 169,923 3HGs

are identified. Each 3HG is treated as a data sample.

Model Setting. For multi-hop features, we generated 1-hop features ( l = 1

in (5.1) and (5.2)), 2-hop features (l = 2) and 3-hop features (l = 3). For each kind

of feature, we trained the model to learn the corresponding ROI embeddings. In

our experiments, the learnable ROI embeddings were initialized by identity matrix

to ensure the initial distances between any two embedding vectors are the same. We

adopted the embedding dimension d = 128. The fusion operation −WFusion , and the

two decoder operations −WD1 and WD2 were implemented by fully connected layers

and the parameters were initialized following the Xavier scheme. The entire model

was trained in an end-to-end manner. The Adam optimizer was used to train the

whole model with standard learning rate 0.001 , weight decay 0.01 , and momentum

rates (0.9, 0.999).

5.3.2 Effectiveness of ROI Embeddings

In the experiments, we used dataset-1 to generate different multi-hop features

including 1-hop features, 2-hop features, and 3-hop features to train the model and

learn the ROI embeddings. We evaluated the learned ROI embeddings via the

112



Figure 5.2. Evaluation of the learned ROI embeddings using strength of 3HG’s multi-
hop connections (defined in Section 5.2.5). (a) The strength of 3HG’s multi-hop
connections calculated by the whole population with 1064 subjects; (b) The cosine
similarity of each pair of the ROI embedding vectors learned by different multi-hop
features (1-hop features, 2-hop features, and 3-hop features, respectively). For the
matrices in both (a) and (b), the order of the brain regions is the same as the order
defined in Destrieux atlas [1], where most of the first 44 regions are gyri while the
last 31 regions are sulci.

strength of 3HG’s multi-hop connection (Section 5.2.5) and displayed the results in

Fig. 5.2. Figure. 5.2(a) shows the statistical results of the strength of 3HG’s multi-

hop connections based on the whole population of 1064 subjects. Figure. 5.2(b) shows

the cosine similarity between the learned ROI embedding vectors. For each matrix,

the order of the brain regions is the same as the order defined in Destrieux atlas [1],

where most of the first 44 regions are gyri and the last 31 regions are sulci. For the
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ease of better analyzing the results, we divided all the 3HG’s multi-hop connections

into 3 different groups: gyri-gyri connections, gyri-sulci connections, and sulcisulci

connections. The gyri-gyri connections mean both two connecting 3HGs are in gyral

regions. The gyri-gyri connections are located at the top left of each matrix in Fig.

5.2. The gyri-sulci connections and sulci-sulci connections are defined in the same

manner. In the matrices, the gyri-sulci connections are located at top right and bot-

tom left, sulci-sulci connections are located at the bottom right. It is worth noting

that the ground truth matrix (Fig. 5.2(a)) reflects the strength of actual anatomical

relationship between two ROIs on cortical surface, e.g., the number of GyralNet edges

between these two ROIs. While the embedding similarity matrix is defined based on

cosine similarity between the embedding vectors of these two ROIs, which represents

the relationship of these two ROIs in the latent (embedding) space. Therefore, if the

two matrices have similar patterns, we can conclude that our ROI embeddings can

effectively represent anatomical ROIs in the latent space including their relations. In

Fig. 5.2, we can see that when only considering 1-hop features (the first column), the

ground truth matrix shows strong gyri-gyri connections, weak gyri-sulci connections

and almost no sulci-sulci connections. Our embeddings effectively capture this pat-

tern, though some weak connections in the ground truth matrix are missing due to

the sparsity of the input 1-hop features. When using 2-hop and 3-hop features (the

second and third columns), the ground truth matrices show stronger connections in

some regions (highlighted by red squares), and the same pattern can also be found in

our embedding similarity matrices. Besides the visualization, we also adopted three

measures, including structural similarity index measure (SSIM), Pearson correlation

coefficient (PCC), and cosine similarity (CS), to quantitatively measure the similar-

ity between the ground truth matrices and our embedding similarity matrices. The

results are reported in Table 5.1. For all the three measures, the learned embed-
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Table 5.1. Similarity between ground truth matrix and embedding similarity matrix.

ding similarity matrices show highly consistent pattern to the ground truth matrices,

especially for the 2-hop embedding whose SSIM measure is over 0.8. These results

demonstrate that our learned embeddings can effectively encode the population-level

common connection patterns in the data: if two ROIs have strong/weak connections

on GyralNet (cortical space), they will also have large/small similarities in the latent

space (embedding space).

5.3.3 Effectiveness of 3HGs Individual Embeddings

After the model is well trained by dataset-1, we applied the learned ROI em-

beddings and the model to the new dataset-2 to generate individual 3HG embeddings

−Ei
F (defined in (5.2)). According to the discussion in Section 5.3.2, the 2-hop fea-

tures can provide the best embedding performance, hence we adopted 2-hop embed-

ding in this section. As discussed in Section 5.2.5, the individual 3HG embeddings

are expected to be able to preserve the individuality of 3HGs and infer reliable cross-

subject anatomical correspondence. Therefore, in this section we will evaluate the

effectiveness of the individual embeddings from two aspects.
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5.3.3.1 Inferring Reliable 3HGs Cross-Subject Anatomical Correspondence

To evaluate the effectiveness of 3HG individual embeddings on inferring cross-

subject anatomical correspondence, we used the 3HGs from one randomly selected

subject (sub-0 in Fig. 5.3) as the exemplars to find their corresponding 3HGs in other

subjects by the learned embedding vector −Ei
F . For each exemplar 3HG in sub-0,

the correspondence inferring process is based on the following steps: 1) we examined

all the 3HGs in different subjects and calculated the cosine similarity between the

embedding vector of exemplar 3HG with each of the other 3HGs; 2 ) for each subject,

the 3HGs that have the cosine similarity of 1.0 to the exemplar 3HG will be iden-

tified as the corresponding 3HGs in this subject; 3) if there is no 3HGs having the

cosine similarity of 1.0, the one with the largest cosine similarity (above a threshold)

will be identified as the corresponding 3HG. Following these steps, we obtained the

corresponding 3HGs for each of the exemplar 3HGs in different subjects. In the sub-

0,190 and 175 3HGs have been identified in the left and right hemisphere by the

3HGs identification pipeline (Section 5.2.2), respectively. For better visualization, we

selected 60 3HGs on each hemisphere which spread over the whole cerebral cortex

and showed the corresponding 3HGs on 10 randomly selected subjects in Fig. 5.3.

Bubbles indicate the locations of 3HGs. The corresponding 3HGs in different sub-

jects were color-coded by correspondence indices. From the results we can see that

the corresponding 3HGs identified on different individuals have consistent locations in

terms of common anatomical landscapes: for example, 3HG #157 in left hemisphere

and 3HG #96 in right hemisphere (marked by red arrows) are found in the middle

of left front superior gyri and middle of the right precentral gyri, respectively, across

all the subjects.
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Figure 5.3. Cross-subject correspondences of 3HGs.
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Figure 5.4. Cross-subject individuality and variability. We used three 3HGs (three
blocks: top, middle, and bottom) as examples to show their correspondences in dif-
ferent subjects. We randomly selected 12 subjects and adopted the cosine similarity
of 0.9 as the threshold. The corresponding 3HGs are represented by bubbles and the
cosine similarity was encoded by the color of the bubbles. Due to the individuality,
it is possible to find zero, one or multiple correspondences across different subjects.

5.3.3.2 Preserving Cross-subject Individuality

As an essential characteristic of human cerebral cortex, the folds of different

subjects have shown intensive variability. To illustrate that the learned 3HG in-

dividual embeddings can preserve individuality of different subjects, we randomly

selected three 3HGs as exemplars to find their corresponding 3HGs in different sub-

jects. That is, within each subject, all the 3HGs that have a cosine similarity over 0.9

to the exemplar 3HG will be identified as the corresponding 3HG of that exemplar.

We randomly selected 12 subjects and showed the results in Fig. 5.4. The cerebral

cortex of the 12 subjects displays distinct cortical folding patterns. For example, the

first exemplar 3HG is located at the conjunction of precentral gyri and front middle
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gyri, and there is no other 3HGs in the neighborhood. However, the folding patterns

of the fifth subject (highlighted in yellow) is more convoluted, as a result, multiple

3HGs are aggregated at the same location. For the eleventh subject (highlighted in

pink), there is no conjunction that can connect precentral gyri and front middle gyri,

therefore, there is no 3HGs located at this location. More examples have been found

and marked in exemplar 2 and 3. Despite the widely existed individuality of cortical

folding patterns, our embedding method can provide a reliable way to identify the

complex many-to-many correspondences without mapping different individual brains

to the same space, and thus, the variabilities of 3HGs can be preserved. Notably, the

embeddings and models used in this correspondence task were trained in a different

dataset - dataset-1 by a self-supervised regression task, but they can generalize well

on the new dataset-2 that shows promising transferable capability in other datasets.

Therefore, the proposed framework can provide an effective way to design practical

pre-training paradigms and facilitate downstream tasks in brain anatomy studies.

5.3.4 Regression Performance

The proposed framework was trained through a self-supervised regression task

in a hierarchical twostage decoding manner. The first stage (Stage-1) reconstructs the

hierarchical multi-hop embeddings from the combined embedding vector, whereas the

second stage (Stage-2) recovers the multi-hop features from the hierarchical multi-

hop embeddings. In this section, we used four metrics to evaluate the regression

performance of the two decoding stages from various perspectives, including Mean

Absolute Error (MAE) and Mean Squared Error (MSE) for magnitude, and Struc-

tural Similarity Index Measure (SSIM) and Cosine Similarity (CS) for overall pattern.

In addition, we evaluated the regression performance of both the multi-hop embed-

dings/features and the embedding/feature vector of each single hop. The results
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Table 5.2. Regression performance of 2-hop embedding.

were calculated using 169,923 3HGs in dataset-2 (independent testing dataset) and

reported in Table 5.2. Our results show that the reconstructed embeddings/features

in the first/second decoding stage have low MAE and MSE (¡0.1/0.15) and high SSIM

and CS (¿0.9/0.6), indicating that the two-stage decoding framework performs well in

the regression task. Furthermore, it is worth noting that the performance of stage-1

is slightly better than stage-2, with lower MAE and MSE, and higher SSIM and CS.

This may be because the ground truths in stage- 2 are highly sparse matrices - the

multi-hop features created by one-hot encoding, whereas the ground truths in stage-1

are dense embedding vectors. In the discussion section, we will compare the one-hot

encoding and the learnable embedding vectors further.

5.4 Discussion

Self-Supervised Embedding. A common problem in deep learning models

is limited samples: the huge architectures usually demand hundreds of millions of

labeled data which are often publicly inaccessible. Especially in neural imaging do-
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mains, where designing these labeled data can be a time-consuming and expensive

process and impossible in some scenarios. In natural language processing (NLP),

this appetite for data has been successfully addressed by self-supervised pretraining,

which enables training of generalizable NLP framework containing over one hundred

billion parameters, such as BERT [179] and GPT [187, 188, 189]. Inspired by these

successful models in NLP, in this study, we adopted an autoencoder architecture –

a simple self-supervised method, to design the learning-based embedding framework.

In our experiments, the proposed framework generalizes well on new datasets and

shows promising transferable capability in downstream tasks.

Disentangling the commonality and individuality. Our proposed embed-

ding framework was trained to indirectly encode brain anatomy using folding pattern

derived landmarks – 3HGs. Different from NLP methods in which the words are

well-defined, and the language vocabulary can be easily built up, there is no pre-exist

“vocabulary” when representing cerebral cortex, since each brain has unique folding

patterns. To solve this problem, we designed a new embedding strategy to disentan-

gle the commonality and individuality of the 3HGs: instead of embedding the 3HG

itself, we embedded the ROIs (from brain atlas) into a set of ROI embedding vec-

tors, serving as basic blocks for representing commonality, and then used these ROI

embedding vectors to distill individuality.

Integrating multi-modal data. In this work, we limited our interest in the

folding patterns of 3HGs and focused on the effectiveness of the proposed method on

anatomical correspondences. We didn’t include the white matter structure into our

study. Although it has been widely reported that brain folding patterns are closely

related to brain structural connectivity patterns [164, 165, 166], there is still no con-

sensus about the relationship between them. For example, some studies suggested

that the tension on the axon pulls the cortex closer and forms the gyri [190, 163],
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while in other works gyri were reported to be connected by axons with greater den-

sity than sulci at different scales [191, 192]. There are also some studies suggesting

that there exists a superficial axonal system at the boarder of white matters and

gray matters which could impede the detection of axonal connections, especially

in sulci regions [193]. In addition, the disease related alterations of white matter

structures make the situation even more complicated [165, 166, 94, 167, 168, 169].

However, it is undeniable that white matter plays an important role in the formation

of folding patterns, and we intend to include it in our future studies: 1) Investi-

gating whether the corresponding 3HGs with similar anatomical characteristics also

have similar fiber connection patterns; 2) Identifying a group of 3HGs with similar

anatomical features and fiber connection patterns and investigating their functional

homogeneity/heterogeneity; 3) Incorporating fiber connection patterns and function

into current frameworks to establish a more comprehensive 3HGs map with superb

functional homogeneity and intrinsically established cross-subject cortical correspon-

dences. Then, based on this map of 3HGs, we can radiate the research scope to larger

area and to include more landscapes, such as 2-hinges.

One-hot encoding vs learned embeddings. The ROI features of 3HGs

were initially represented by one-hot encodings and used as input features to learn

anatomical meaningful embeddings. Compared to the learned embeddings, one-hot

vectors cannot be directly used as an embedding vector to infer cross-subject corre-

spondence for two reasons: 1) One-hot vectors are anatomical meaningless and cannot

provide reliable cross-subject 3HGs correspondences. Each one-hot vector contains a

single one and N−1 zeros where N is the number of dimensions. As a result, ROIs are

embedded in isolation and are equal distance apart, making it impossible to represent

the underlying relationships between ROIs. In this way, the similarity of two 3HGs

based on one-hot encoding is only related to the number of common ROIs shared
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by their multi-hop features, while the underlying connections between ROIs are ig-

nored, rendering it powerless when inferring correspondences of 3HGs. For example,

under one-hot encoding, the anatomical similarities of all 3HG pairs with no common

ROIs of their multi-hop features are zero. In contrast, the learned embeddings can

effectively encode the population-level common connection patterns between ROIs,

with closely connected ROIs having similar embedding vectors, and thus can provide

more reliable anatomical correspondences; 2) One-hot vectors are sparse and grow

with vocabulary size, which can easily lead to the curse of dimensionality, whereas

embeddings are dense and low-dimensional, making them more computationally effi-

cient. In general, the learned embeddings are more efficient than the one-hot vectors

in both anatomical correspondence reliability and computational efficiency.

5.5 Conclusion

In this work, we proposed a learning-based embedding framework to embed

the anatomically meaningful patterns of 3HGs, into a group of learnable embedding

vectors. Each 3HG can be represented as a hierarchical combination of the learned

embedding vectors via a set of multi-hop combination coefficients. By this way, the

regularity of folding pattern is encoded into the embedding vectors, and the variability

is preserved by the individual-specific coefficients. We evaluated the proposed method

using HCP dataset and the experiment results show that the learned embeddings can

successfully encode the cortical folding patterns and reliably infer the cross-subject

complex many-tomany correspondences of 3HGs.
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CHAPTER 6

LARGE LANGUAGE MODELS (LLMS) IN HEALTHCARE DOMIAN

Large language models (LLMs) – the latest generation of AI models—are large-

scale machine learning models trained on massive, diverse datasets and can be applied

to numerous downstream tasks. However, LLMs are primarily pretrained on general-

domain datasets, their performance in specialized fields such as healthcare remains

incompletely evaluated. To address this, in Chapter 6, we conducted extensive

assessments across various real-world tasks in healthcare domain. These evaluations

allowed us to scrutinize a key question: whether model designs should be generic

or domain specific. In addition, with the goal of unlocking the potential benefits of

LLMs in improving healthcare outcomes, we have developed effective approaches to

tailor these models to the unique requirements of specialized domains.

6.1 Evaluation of LLMs in Clinical NLP

The rise of LLMs has marked a pivotal shift in the field of natural language pro-

cessing (NLP) and also have made a significant impact in the medical field. However,

a comprehensive evaluation of the performance of these models in medical domain

remains to be conducted. This lack of assessment is especially apparent within the

context of radiology NLP. The research work in this section seeks to bridge this gap

by critically evaluating thirty two LLMs in interpreting radiology reports, a crucial

component of radiology NLP. Specifically, the ability to derive impressions from ra-

diologic findings is assessed. The outcomes of this evaluation provide key insights
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into the performance, strengths, and weaknesses of LLMs, informing their practical

applications within the medical domain.

6.1.1 Datasets

Our study utilizes two comprehensive and publicly available datasets, the MIMIC-

CXR and the OpenI datasets. These datasets were utilized to test the performance

and efficacy of various LLMs in generating radiology text reports. In our study, we

used these datasets to evaluate the capabilities of the LLMs. We focused on the

“Findings” and “Impression” sections of each report as they provide comprehensive

and detailed textual information about the imaging findings and the radiologists’

interpretations.

1. MIMIC-CXR Dataset The MIMIC-CXR dataset is a substantial repository

of de-identified chest radiographs (CXRs) that are complemented with their

corresponding radiology reports. The dataset contains medical data from over

60,000 patients who were admitted to the Beth Israel Deaconess Medical Cen-

ter between 2001 and 2012. The radiology reports in the MIMIC-CXR dataset

typically consist of two sections: “Findings” and “Impression”. The “Findings”

section details observations from radiology images, while the “Impression” sec-

tion provides summarized interpretations of these observations.

2. OpenI Dataset. The OpenI dataset is another essential resource that was used

in our study. It is a freely available repository that consists of radiology images

paired with their respective reports. This dataset provided an independent

external platform to validate the performance and generalizability of our LLMs

across different data sources.

125



We followed an existing literature approach to randomly divide the dataset into

separate segments for testing purposes. This division resulted in a subset of 2400,

292, and 576 reports for various testing scenarios.

6.1.2 Methods

This section will discuss our testing methods for LLMs. We will begin by

introducing the datasets MIMIC and OpenI, which we use for evaluation. Our test-

ing approach involves employing a fixed set of prompts and parameters to assess

the performance of LLMs in the field of radiology, specifically focusing on deriving

impression-based performance from findings. To ensure consistency, we set several

hyperparameters of the LLMs, namely the temperature to 0.9, the top k to 40, and

the top p to 0.9. To evaluate the model’s zero-shot and few-shot performance, we uti-

lize zero-shot, one-shot, and five-shot examples as prompts. The experimental results

and their detailed analysis are presented in the results section.

6.1.2.1 Testing Approach

Our testing approach involves utilizing a fixed set of prompts and parameters

to evaluate the LLMs. The model’s inference parameters, namely the temperature,

top k, and top p, are fixed at 0.9, 40, and 0.9, respectively, to ensure consistency. We

engage zero-shot, one-shot, and five-shot prompts to examine the model’s zero-shot

and few-shot performance. A zero-shot prompt involves presenting the model with

a new task, with no prior examples provided. A one-shot prompt involves providing

the model with one prior example, while a five-shot prompt provides the model with

five prior examples. This variation in prompts offers a nuanced understanding of how

the LLMs operate under different conditions and degrees of prior exposure.
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Figure 6.1. Zero shot prompt and one shot prompt used in the experiment..

6.1.2.2 Model Selection

Considering both resource constraints and the need for uniformity in model

comparison, our evaluation specifically focuses on Large Language Models (LLMs)

with approximately 7 billion parameters. The choice of this parameter count is based

on two primary considerations. First, models of this size strike a balance between

computational efficiency and model performance. They allow for faster inference,

making it feasible to thoroughly evaluate the models over the complete testing dataset

in a practical timeframe. Second, this parameter count is well-represented across
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Figure 6.2. Five shot prompt used in the experiment..

different types of LLMs, allowing for a broad and diverse range of models to be

included in the study.

For open-source models, we procure the necessary code and model parameters

directly from their official GitHub repositories. These repositories provide compre-

hensive documentation and community support, ensuring that the models are imple-

mented and evaluated correctly.
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For commercially available models, such as Sensenova, ChatGPT, GPT-4, PaLM2,

and Anthropic Claude2, we utilize their respective Application Programming Inter-

faces (APIs). These APIs offer a structured and standardized way of interacting with

the models, enabling us to input our pre-determined prompts and parameters and

receive the model outputs in a consistent and reliable manner. The model summary

is as follows:

1. HuatuoGPT is a language model developed by the Shenzhen Research In-

stitute of Big Data from the Chinese University of Hong Kong, Shenzhen.

HuatuoGPT-7B is trained on the Baichuan-7B corpus, while HuatuoGPT-13B

is based on Ziya-LLaMA-13B-Pretrain-v1. The advantage of HuatuoGPT is in

its integration of real-world medical data and the information-rich base of Chat-

GPT. This allows HuatuoGPT to provide detailed diagnoses and advice in med-

ical consultation scenarios, similar to a doctor’s approach [194]. HuatuoGPT

has two versions: HuatuoGPT-7B and HuatuoGPT-13B. In our experiments,

we used the HuatuoGPT-7B version.

2. Luotuo is a Chinese language model exploited and maintained by the re-

searchers Qiyuan Chen, Lulu Li, and Zihang Leng. Luotuo is fine-tuned by the

LLaMA on Chinese corpus utilizing LoRA technique and does well in Chinese

infering [195]. Luotuo has three versions: Luotuo-lora-7b-0.1, Luotuo-lora-7b-

0.3, and luotuo-lora-7b-0.9. Luotuo-lora-7b-0.3 was used in the experiments.

3. Ziya-LLaMA [196] denotes bilingual pre-trained language models based on

LLaMA. It is a member of the open-source general large model series and

is introduced by the Center for Cognitive Computing and Natural Language

Research (CCNL) at the IDEA Research Institute. Ziya-LLaMA boasts re-

markable versatility, demonstrating proficiency across a wide array of tasks

including translation, programming, text classification, information extraction,
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summarization, copywriting, common sense Q&A, and mathematical calcula-

tion. Its comprehensive training process comprises three stages: large-scale

continual pre-training, multi-task supervised fine-tuning, and human feedback

learning. Ziya has four version, Ziya-LLaMA-13B-v1.1, Ziya-LLaMA-13B-v1,

Ziya-LLaMA-7B-Reward, and Ziya-LLaMA-13B-Pretrain-v1. In this study, we

investigated the Ziya-LLaMA-13B-v1.

4. YuYan-Dialogue YuYan-Dialogue [197] is a Chinese language dialogue model

by fine-tuning the YuYan-11b on a large multi-turn dialogue dataset of high

quality and developed by Fuxi AI lab, Netease.Inc. It is trained on a large

Chinese novel dataset of high quality and has very strong conversation genera-

tion capabilities. YuYan-Dialogue has only one version that is YuYan-Dialogue.

Therefore, we used it in our experiments.

5. BenTsao BenTsao [198] is a medical language model based on LLaMA-7B

model developed by SCIR Lab in Harbin Institution of Technology. It has under-

gone Chinese medical instruction fine-tuning and instruction tuning. They built

a Chinese medical instruction dataset through the medical Knowledge graph and

GPT3.5 API, based on which, they further fine-tuned the model, improving the

question-and-answer effect of LLaMA in the medical field. BenTsao has four

versions, LLaMA-med, LLaMA-literature, Alpaca-med, Alpaca-all-data. Here,

we used the LLaMA-med (BenTsao) for comparison.

6. XrayGLM Xray-GLM [199] is a vision-language model developed by Macao

Polytechnic University. It is based on the VisualGLM-6B and fintuned on the

translated Chinese version MIMIC-CXR, OpenI dataset. It has strong ability

on chest Xray VQA. Here, we used the newest version of the Xray-GLM for

comparison.
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7. ChatGLM-Med ChatGLM-Med [200] is a language model developed by SCIR

Lab in Harbin Institution of Technology. It is based on the ChatGLM-6b and

has undergone Chinese medical instruction fine-tuning and instruction tuning.

They built a Chinese medical instruction dataset through the medical Knowl-

edge graph and GPT3.5 API, and on this basis, and fine-tuned the model based

on the instructions of ChatGLM-6B, improving the question-and-answer ef-

fect of ChatGLM in the medical field. Here, we chose the newest version of

ChatGLM-Med model for comparison.

8. ChatGPT/GPT4 ChatGPT and GPT4 are both highly influential large lan-

guage models developed by OpenAI. The full name of ChatGPT is gpt-3.5-

turbo, which is developed on the basis of gpt2 and gpt3.The training process

of ChatGPT mainly refers to instructGPT [201], ChatGPT is an improved in-

structionGPT. The main difference from GPT-3 [189]. is that the new addition

is called RLHF (Reinforcement Learning from Human Feedback, human feed-

back reinforcement learning) [202]. This training paradigm enhances human

conditioning of the model output and enables a more comprehensible ranking

of the results. ChatGPT has strong language understanding ability and can

handle various language expressions and queries. ChatGPT has an extensive

knowledge base that can answer various frequently asked questions and provide

useful information. GPT-4 is a successor to GPT-3, so it may be more capable

in some ways. In our experiments, we used the ChatGPT and GPT4.

9. ChatGLM2/ChatGLM ChatGLM2 is a large language model developed by

Tsinghua University, developed on the basis of the ChatGLM using the GLM

framework [203]. ChatGLM2 has more powerful performance, which can handle

longer contexts and perform more efficient reasoning with a more open proto-

col. What’s more, ChatGLM2 is an excellent bilingual pre-trained model [204].
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There are many versions of ChatGLM2 depending on the size of the pattern

instruction set. This work mainly tested ChatGLM2-6B and ChatGLM-6B.

10. QiZhenGPT QiZhenGPT [205] is a model developed by Zhejiang University.

It uses the Chinese medical instruction data set constructed by QiZhen Medical

Knowledge Base, and based on this, performs instruction fine-tuning on the

Chinese-LLaMA-Plus-7B, CaMA-13B, and ChatGLM-6B models. QiZhenGPT

has an excellent effect in Chinese medical scenarios, and it is more accurate in

answering questions than ChatGLM-6B. According to different model objects

fine-tuned by instructions, QizhenGPT has three types [206]: QiZhen-Chinese-

LLaMA-7B, QiZhen-ChatGLM-6B, and QiZhen-CaMA-13B. In this work, we

tested mainly on QiZhen-Chinese-LLaMA-7B.

11. MOSS MOSS-MOON-003 is the third version of the open-sourced plugin-

augmented bilingual (i.e. Chinese and English) conversational language model

MOSS, specifically from the MOSS-MOON-001 to MOSS-MOON-003, devel-

oped by the OpenLMLab from Fudan University [207]. The MOSS-MOON-

003-sft is fine-tuned with supervision on approximately 1.1M multi-turn con-

versational data to the base model, MOSS-MOON-003-base. The advantage of

MOSS-MOON-003 is it can follow bilingual multi-turn dialogues, refuse inap-

propriate requests and utilize different plugins due to its base model (i.e. MOSS-

MOON-003-base was pre-trained on 700B English, Chinese, and code tokens),

fine-tuning on multi-turn plugin-augmented conversational data, and further

preference-aware training. There are 10 versions available: MOSS-MOON-003-

base, MOSS-MOON-003-sft, MOSS-MOON-003-sft-plugin, MOSS-MOON-003-

sft-int4, MOSS-MOON-003-sft-int8, MOSS-MOON-003-sft-plugin-int4, MOSS-

MOON-003-sft-plugin-int8, MOSS-MOON-003-pm, MOSS-MOON-003, and MOSS-
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MOON-003-plugin. In our experiments, we used the MOSS-MOON-003-sft ver-

sion.

12. ChatFlow ChatFlow [208] is a fully-parameterized training model developed

by the Linly project team, built upon the foundations of LLaMa and Falcon

and based on the TencentPretrain pre-training framework [209] and a large-

scale Chinese scientific literature dataset [210]. By utilizing both Chinese and

Chinese-English parallel incremental pre-training, it transfers its language ca-

pabilities from English to Chinese. The key advantage of ChatFLow is that it

addresses the issue of weaker Chinese language understanding and generation

abilities found in the open-source models Falcon and LLaMa. It significantly im-

proves the encoding and generation efficiency of Chinese texts. ChatFlow comes

in two versions, namely ChatFlow-7B and ChatFlow-13B. For our experiments,

we utilized the ChatFlow-7B version.

13. CPM-Bee CPM-Bee [211] is a large model system ecology based on OpenBMB,

and it is a self-developed model of the Facing Wall team. It is a completely open

source, commercially available Chinese-English bilingual basic model, and it is

also the second milestone achieved through the CPM-Live training process.

CPM-Bee uses the Transformer autoregressive architecture, with a parameter

capacity of tens of billions, pre-training on a massive corpus of trillions of tokens,

and has excellent basic capabilities. There are four versions of CPM-Bee: CPM-

Bee-1B, CPM-Bee-2B, CPM-Bee-5B, CPM-Bee-10B. In this experiment, we

tested the performance of CPM-Bee-5B (CPM-Bee).

14. PULSE The PULSE model [212] is a large-scale language model developed on

the OpenMEDLab platform. It is based on the OpenChina LLaMA 13B model,

which is further fine-tuned using approximately 4,000,000 SFT data from the

medical and general domains. PULSE supports a variety of natural language
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processing tasks in the medical field, including health education, physician exam

questions, report interpretation, medical record structuring, and simulated di-

agnosis and treatment. PULSE has two versions, PULSE 7b and PULSE 14b.

In this experiment, we tested the version of PULSE 7b.

15. Baichuan Baichuan, developed by Baichuan Intelligence, is a large pre-trained

model based on the Transformer architecture. The baichuan-7B model, com-

prising 7 billion parameters, was trained on approximately 12 trillion tokens,

utilizing the same model design as LLaMa. Subsequently, they further devel-

oped the baichuan-13B model, which is even larger in size and trained on a

greater amount of data [213]. The key advantage of the Baichuan model lies

in its use of an automated learning-based data weighting strategy to adjust the

data distribution during training, resulting in a language model that supports

both Chinese and English. It has demonstrated robust language capabilities and

logical reasoning skills across various datasets. Two versions of the Baichuan

model are developed: baichuan-7B and baichuan-13B. For our experiments, we

utilized the baichuan-7B version.

16. AtomGPT AtomGPT [214], developed by Atom Echo, is a large language

model based on the model architecture of LLaMA [215]. AtomGPT uses a

large amount of Chinese and English data and codes for training, including a

large number of public and non-public data sets. Developers use this method

to improve model performance. AtomGPT currently has four versions: Atom-

GPT 8k, AtomGPT 14k, AtomGPT 28k, AtomGPT 56k. In this experiment,

we chose AtomGPT 8k for testing.

17. ChatYuan ChatYuan [216] large v2 is an open-source large language model for

dialogue, supports both Chinese and English languages, and in ChatGPT style.

It is published by ClueAI. ChatYuan large v2 can achieve high-quality results
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on simple devices that allows users to operate on consumer graphics cards, PCs,

and even cell phones. It got optimized for fine-tuning data, human feedback

reinforcement learning, and thought chain. Also, comparing with its previous

version, the model is optimized in many language abilities, like better at both

Chinese and English, generating codes and so on. ChatYuan has three versions:

ChatYuan-7B, ChatYuan-large-v1, ChatYuan-large-v2. In our experiments, we

tested the ChatYuan-large-v2.

18. Bianque-2.0 Bianque [217] is a large model of healthcare conversations fine-

tuned by a combination of directives and multiple rounds of questioning con-

versations. Based on BianQueCorpus, South China University of Technology

chose ChatGLM-6B as the initialization model and obtained BianQue after

the instruction fine-tuning training. BianQue-2.0 expands the data such as

drug instruction instruction, medical encyclopedic knowledge instruction, and

ChatGPT distillation instruction, which strengthens the model’s suggestion and

knowledge query ability. By using Chain of Questioning, the model can relate

more closely to life and to improve questioning skills, which is different from

most language model. It has two versions: Bianque-1.0 and Bianque-2.0. In

our experiments, we tested Bianque-2.0.

19. AquilaChat AquilaChat [218] is a language model developed by the Beijing

Academy of Artificial Intelligence. AquilaChat is an SFT model based on Aquila

for fine tuning and Reinforcement learning. The AquilaChat dialogue model

supports smooth text dialogue and multiple language class generation tasks.

By defining extensible special instruction specifications, AquilaChat can call

other models and tools, and is easy to expand its functions. AquilaChat has

two versions: AquilaChat-7B and AquilaChat-33B. In our experiments, we used

the AquilaChat-7B version.
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20. Aquila Aquila [219] is a language model developed by the Beijing Academy

of Artificial Intelligence. Aquila-7B is a basic model with 7 billion parameters.

The Aquila basic model inherits the architectural design advantages of GPT-3,

LLaMA, etc. in terms of technology, replaces a batch of more efficient low-level

operator implementations, redesigns and implements the Chinese English bilin-

gual tokenizer, upgrades the BMTrain parallel training method, and achieves

nearly 8 times the training efficiency compared to Magtron+DeepSpeed Zero-2.

Aquila has two versions: Aquila-7B and Aquila-33B. In our experiments, we

used the Aquila -7B version.

21. Chinese-Alpaca-Plus Chinese-Alpaca-Plus [206] is a language model devel-

oped by Yiming Cui etc. Chinese-Alpaca-Plus is a language model based on

LLaMA. Chinese-Alpaca-Plus has improved its coding efficiency and semantic

understanding of Chinese by adding 20000 Chinese tags to the existing Glos-

sary of LLaMA [206]. Chinese-Alpaca-Plus has three versions: Chinese-Alpaca-

Plus-7B, Chinese-Alpaca-Plus-13B, and Chinese-Alpaca-Plus-33B. In our ex-

periments, we used the Chinese-Alpaca-Plus-7B version.

22. TigerBot Tigerbot-7b-sft-v1 [220] is a language model developed by the Tiger-

bot Company. TigerBot-7b-sft-v1 is a large-scale language model with mul-

tiple languages and tasks. Tigerbot-7b-sft-v1 is an MVP version that has

undergone 3 months of closed development and over 3000 experimental it-

erations.Functionally, Tigerbot-7b-sft-v1 already includes the ability to gen-

erate and understand most of the classes, specifically including several ma-

jor parts: content generation, image generation, open-ended Q&A, and long

text interpretation.Tigerbot-7b-sft has two versions: Tigerbot-7b-sft-v1 and

Tigerbot-7b-sft-v2. In our experiments, we used the tigerbot-7b-sft-v1 version.
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23. XrayPULSE XrayPULSE [221] is an extension of PULSE and made by Open-

MEDLab. OpenMEDLab utilize MedCLIP as visual encoder and Q-former

(BLIP2) following a simple linear transformation as the adapter to inject the

image to PULSE. For aligning the frozen visual encoder and the LLM by the

adapter, OpenMEDLab generate Chinese-version Xray-Report paired data from

radiology. By extending PULSE, XrayPULSE is fine-tuned on Chinese-version

Xray-Report paired datasets and aims to work as a biomedical multi-modal

conversational assistant. The basic model is PULSE and we did the tests on

XrayPULSE by modifying the Checkpoint file.

24. DoctorGLM DoctorGLM [222] is the first chinese diagnosis large language

model (released at 3rd april 2023) that developed by ShanghaiTech Univer-

sity [222]. It is fine-tuned on ChatGLM-6B using real-world online diagno-

sis dialogue. DoctorGLM has several updates and two different parameter-

efficient finetune setting (p-tuning and LoRA). In our experiments, we used the

DoctorGLM-5-22 p-tuning version.

25. Robin-7B-medical Robin-medical (LMFlow) [223] is a toolkit providing a

complete fine-tuning workflow for a large foundation model to support person-

alized training with limited computing resources. It is developed by Diao et

al. from the Hong Kong University of Science and Technology. They provide a

series of LoRA models based on the LLama model called Robin-medical, which

are specially fine-tuned on the PubMedQA and MedMCQA datasets. The ad-

vantage of LMFlow is that it introduces an extensible and lightweight toolkit to

simplify the fine-tuning and inference of general large foundation models. This

allows people to fine-tune foundation models to mitigate the current status that

most existing models exhibit a major deficiency in specialized-task applications.
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Robin-medical has 7B, 13B, 33B and 65B versions. We tested the 7B version

in our experiments.

26. PaLM2 PaLM2 is a large language model developed by Google. PaLM 2 is a

language model based on a tree structure, which makes use of the context and

grammatical rules in the language to make the model’s understanding of text

information more refined, accurate and comprehensive. Different from tradi-

tional sequence-based models (such as GPT), PaLM2 uses some new methods

that are more popular than traditional methods, such as Tree-LSTM [224], Bert

[179], etc. Compare to PaLM, PaLM2 excels at advanced reasoning tasks in-

cluding code and math, classification and question answering, translation and

multilingualism It excels at advanced reasoning tasks including code and math,

classification and question answering, translation and multilingualism. It’s also

being used in other state-of-the-art models, like Med-PaLM2 and Sec-PaLM.

We tested the PaLM2 version in our experiments.

27. SenseNova SenseNova [225] is a large language model developed by SenseTime.

Through the trinity flywheel of data, model training and deployment, it can

provide various large models and capabilities such as natural language, content

generation, automatic data annotation, and custom model training. Based on

the previous accumulation of NLP work by SenseTime, SenseNova is still good

in the domestic large language model. Based on the ”SenseNova” large-scale

model system, SenseTime has also developed a series of generative AI models

and applications including Miahua SenseMirage, Ronin SenseAvatar, Qiongyu

SenseSpace, and Gewu SenseThings. We mainly tested SenseNova in this work.

28. Anthropic Claude2 Claude2 is a large language model developed by An-

thropic, which is characterized by helpful and trustworthy. It is developed on

the basis of Claude1.3. Anthropic uses a technical framework they call Consti-
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tute AI [226] to achieve harmless processing of language models. Claude2 has

a more powerful text processing function than GPT4, can handle larger-scale

text, and has stronger context understanding ability and Chinese understand-

ing ability. Claude is currently available in two versions, the powerful Claude,

which excels at a wide range of tasks from complex dialogue and creative content

generation to detailed instruction following, and the faster and more affordable

Claude Instant, which also Can handle casual conversations, text analysis, sum-

marization, and document question answering. We tested the latest version of

Anthropic Claude2 for this work.

29. BayLing Bayling [227] is an instruction-following large language model equipped

with advanced language alignment. It is a product from Natural Language Pro-

cessing Group, Institute of Computing Technology, Chinese Academy of Science.

BayLing can be effortlessly deployed on a consumer-grade GPU. It shows supe-

rior capability in English/Chinese generation, instruction following and multi-

turn interaction. Bayling has three versions: BayLing-7B-v1.0, BayLing-13B-

v1.0, BayLing-13B-v1.1. In our experiments, we tested BayLing-7B.

6.1.2.3 Uniform Testing Prompts

For a fair and equitable comparison across different LLMs, we adopt a uniform

approach in the selection and use of testing prompts. The same prompts are used

across all models and conditions, regardless of whether they are zero-shot, one-shot,

or five-shot scenarios.

In a zero-shot evaluation, the models are presented with a new task, with no

prior examples given. For the one-shot scenario, we provide the model with one prior

example. Meanwhile, in the five-shot scenario, the model is given five examples to
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learn from. These scenarios aim to mimic real-world usage conditions where models

are given a limited number of examples and are expected to generalize from them.

Figure 6.3. Major world-wide LLMs and their relationships.
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Table 6.1. Test Results for Compared LLMs

Model
OpenI MIMIC-CXR

zero-shot one-shot five-shot zero-shot one-shot five-shot

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Luotuo-lora-7B-0.3 0.147 0.0495 0.1262 0.152 0.0561 0.1356 0.4282 0.3238 0.4168 0.2366 0.1229 0.1899 0.0795 0.0132 0.0761 0.2649 0.1424 0.2491
Ziya-LLaMA-13B-v1 0.1101 0.0316 0.0926 0.1502 0.0285 0.1379 0.2794 0.1694 0.2702 0.2121 0.0968 0.17 0.1103 0.0299 0.0995 0.2806 0.139 0.2512
YuYan-dialogue 0.0622 0.0183 0.0599 0.0702 0.009 0.0627 0.0981 0.0529 0.092 0.0819 0.0303 0.0978 0.0557 0.0123 0.0607 0.1193 0.0807 0.1231
BenTsao 0.0804 0.0368 0.0711 0.0912 0.0201 0.0977 0.1302 0.0803 0.1231 0.1319 0.0618 0.1126 0.0604 0.0423 0.0627 0.1687 0.0807 0.1667
XrayGLM 0.0622 0.0183 0.0599 0.0808 0.0063 0.0631 0.0612 0.0215 0.0501 0.1104 0.0468 0.1211 0.0538 0.0233 0.0531 0.1533 0.0621 0.1611
ChatGLM-Med 0.0796 0.0317 0.0661 0.0702 0.025 0.0815 0.1201 0.0713 0.1488 0.1233 0.0586 0.1344 0.0702 0.0335 0.0641 0.1601 0.0806 0.1744
ChatGPT 0.1203 0.037 0.1052 0.1363 0.0421 0.1205 0.4262 0.2961 0.4113 0.2048 0.0996 0.1702 0.2506 0.1183 0.2052 0.3401 0.1871 0.2921
GPT4 0.1171 0.0343 0.0975 0.1079 0.0328 0.0909 0.1357 0.0617 0.1176 0.1995 0.0858 0.1575 0.2114 0.0875 0.163 0.2029 0.0904 0.1607
ChatGLM2-6B 0.1094 0.0331 0.0909 0.0976 0.0237 0.0886 0.215 0.1346 0.2058 0.2042 0.0964 0.1605 0.0974 0.033 0.0844 0.247 0.1254 0.2198
ChatGLM-6B 0.125 0.0398 0.1087 0.1576 0.0511 0.143 0.2568 0.1451 0.2432 0.2051 0.1007 0.1694 0.1439 0.0464 0.1293 0.2766 0.1409 0.2386
QiZhen-Chinese-LLaMA-7B 0.1122 0.0281 0.0965 0.1033 0.0259 0.0823 0.224 0.1461 0.2123 0.2137 0.0877 0.1743 0.1021 0.041 0.0901 0.258 0.1254 0.2198
MOSS-MOON-003-sft 0.1402 0.0341 0.1241 0.1275 0.0242 0.1143 0.2206 0.1088 0.2057 0.2203 0.0914 0.1757 0.1258 0.0363 0.1062 0.2391 0.0999 0.1957
ChatFlow-7B 0.1048 0.0099 0.0978 0.0942 0.0165 0.0829 0.1844 0.0733 0.1722 0.1145 0.022 0.0933 0.105 0.0169 0.0857 0.1401 0.0409 0.1166
CPM-Bee 0.1193 0.0374 0.1048 0.1548 0.0297 0.1465 0.1582 0.0327 0.1501 0.2022 0.0938 0.1686 0.1125 0.0437 0.0993 0.1354 0.051 0.1184
PULSE-7B 0.1286 0.0413 0.1111 0.0885 0.0319 0.0726 0.1198 0.0576 0.1028 0.2559 0.1246 0.2043 0.1827 0.0796 0.1382 0.1298 0.0503 0.0955
Baichuan-7B 0.003 0.0009 0.0028 0.1328 0.0472 0.1172 0.2485 0.1467 0.2379 0.0057 0.0029 0.0042 0.1746 0.0804 0.1456 0.2301 0.1229 0.2032
Chinese-Falcon-7B 0.0518 0.0168 0.0416 0.0465 0.0154 0.0364 0.0378 0.0176 0.0312 0.1119 0.0557 0.0867 0.094 0.0448 0.0721 0.0491 0.0248 0.0381
AtomGPT 8k 0.0287 0.0013 0.0245 0.0064 0.0001 0.0054 0.0024 0.0001 0.0021 0.0309 0.0014 0.0222 0.0035 0.0001 0.0029 0.0082 0.0001 0.0069
ChatYuan-large-v2 0.0845 0.0223 0.0761 0.1005 0.0331 0.0903 0.2031 0.1078 0.1991 0.1353 0.0632 0.1151 0.1879 0.0793 0.15 0.0108 0.004 0.0102
Bianque v2 0.0227 0.0036 0.0222 0.0271 0.0039 0.0264 0.0304 0.0072 0.0291 0.0294 0.0072 0.0281 0.0295 0.0062 0.0285 0.0225 0.0039 0.0212
AquilaChat-7B 0.0948 0.0279 0.0786 0.1079 0.0259 0.0896 0.2288 0.1454 0.2218 0.1885 0.0862 0.1474 0.1419 0.0408 0.1112 0.2084 0.0895 0.1781
Aquila-7B 0.0373 0.0071 0.0334 0.028 0.0057 0.0247 0.026 0.0087 0.0234 0.0707 0.022 0.0576 0.0411 0.011 0.0339 0.0425 0.0119 0.0353
Chinese-Alpaca-Plus-7B 0.063 0.0056 0.0507 0.0492 0.0035 0.0414 0.0552 0.0064 0.048 0.0898 0.0118 0.0663 0.0795 0.0113 0.0608 0.0807 0.0163 0.0642
TigerBot-7B-sft 0.064 0.0102 0.0527 0.1246 0.0284 0.1083 0.1562 0.0415 0.1401 0.1321 0.0331 0.1005 0.1452 0.043 0.1256 0.205 0.0676 0.1667
XrayPULSE 0.0293 0.0011 0.0239 0.0282 0.0018 0.0233 0.0263 0.0011 0.0225 0.0592 0.0061 0.0398 0.0531 0.005 0.0378 0.0488 0.006 0.0388
DoctorGLM 0.0996 0.0329 0.0861 0.1353 0.0463 0.1205 0.1392 0.0576 0.1328 0.1853 0.0916 0.153 0.0664 0.0146 0.0639 0.2116 0.1055 0.1916
Robin-7B-medical 0.0211 0.0043 0.0173 0.0335 0.0101 0.0285 0.0423 0.016 0.0377 0.0497 0.0139 0.0375 0.0323 0.0044 0.0236 0.0474 0.0132 0.0353
PaLM2 0.1386 0.0477 0.1194 0.1557 0.0551 0.1353 0.1386 0.0492 0.1245 0.2749 0.1442 0.2281 0.2711 0.1446 0.2251 0.2397 0.1216 0.2019
Sensenova 0.0634 0.0106 0.051 0.0682 0.0121 0.055 0.0994 0.0214 0.0876 0.1136 0.0304 0.0809 0.1209 0.036 0.0889 0.1401 0.0395 0.0907
Anthropic Claude2 0.2372 0.1259 0.2193 0.1944 0.0888 0.1713 0.4086 0.2755 0.3904 0.3177 0.153 0.256 0.3222 0.1514 0.2626 0.3116 0.1568 0.2548
BayLing-7B 0.1252 0.0389 0.1044 0.1268 0.0467 0.1181 0.4506 0.3452 0.4436 0.2149 0.107 0.1747 0.0851 0.0229 0.0825 0.2901 0.1722 0.2747

6.1.3 Results

This section presents the evaluation results of various large language models

(LLMs) on two extensive datasets, OpenI and MIMIC-CXR. The performance of the

models was assessed under three distinct shot settings: zero-shot, one-shot, and five-

shot. Model performance was evaluated using three key metrics: Recall@1 (R-1),

Recall@2 (R-2), and Recall@L (R-L).

6.1.3.1 OpenI Dataset Results

On the OpenI dataset, Anthropic Claude2 excelled in the zero-shot setting,

achieving an R-1 score of 0.2372, an R-2 score of 0.1259, and an R-L score of 0.2193.

These results notably surpassed those of other models under the same setting. In the

one-shot scenario, the model achieving the highest R-1 score was BayLing-7B with

0.1268, followed closely by Luotuo-lora-7B-0.3 and Ziya-LLaMA-13B-v1 with scores
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of 0.152 and 0.1502, respectively. However, BayLing-7B was the standout performer

in the five-shot setting, registering the highest scores across all metrics with an R-1

score of 0.4506, an R-2 score of 0.3452, and an R-L score of 0.4436.

6.1.3.2 MIMIC-CXR Dataset Results

The evaluation on the MIMIC-CXR dataset showed that the Anthropic Claude2

model retained its superior performance in the zero-shot setting, achieving an R-1

score of 0.3177, an R-2 score of 0.153, and an R-L score of 0.256. PaLM2 emerged as

the leading model in the one-shot setting, delivering an R-1 score of 0.2711, an R-2

score of 0.1446, and an R-L score of 0.2251. In the five-shot scenario, the BayLing-7B

model continued to outperform other models with the highest R-1 score of 0.2901,

R-2 score of 0.1722, and R-L score of 0.2747.

However, some models like AtomGPT 8k registered considerably lower perfor-

mance across all shot settings and both datasets. For example, AtomGPT 8k scored

remarkably low in the OpenI zero-shot setting, with an R-1 score of 0.0287. It con-

tinued to score low across other shot settings and in the MIMIC-CXR dataset.

In conclusion, this evaluation underscores the significant diversity in the capa-

bilities of different LLMs, emphasizing the need for careful model selection for specific

tasks. The performance variance across different shot conditions has important im-

plications for task-specific LLM selection in future research and applications.

6.1.4 Discussion

6.1.4.1 Impact and Insights

The present study has conducted one of the most exhaustive assessments of

world-wide LLMs, focusing primarily on their utilization within the domain of radi-
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ology. The meticulous evaluation of these models, using extensive radiology report

datasets and juxtaposing them with established global leading models, provides sig-

nificant insights into their capabilities, limitations, and potential roles within the

healthcare sector.

Our findings underscore that multiple LLMs perform comparably in interpreting

radiology reports. This alignment points to their advanced natural language under-

standing skills and highlights their potential utility in enhancing radiology practice,

where they can aid in automating radiological image interpretation, assisting in pre-

liminary diagnosis, and thereby freeing up time for healthcare professionals. This is

particularly beneficial in regions with limited access to radiologists or in healthcare

scenarios where high volumes and time constraints pose significant challenges.

6.1.4.2 Inter-model Differences and Implications

While the performance of the world-wide models showed broad alignment, our

results also spotlighted some disparities between the different models. This variance in

strengths and weaknesses indicates that the choice of an LLM for a specific application

should depend on the particular requirements of that task. Hence, a more profound

understanding of these models, to which our study contributes, is critically essential

for their effective deployment in the field.

6.1.4.3 Implications of Evaluation Metrics

The evaluation metric adopted in our study is Rouge Score, an N-gram-based

method that inherently measures how well models conform to set answers. GPT-4,

a universally recognized powerful model, did not outperform its counterpart, Chat-

GPT, nor did it surpass other models in the Rouge Score. This discrepancy invites a

questioning of the significance of Rouge Score as a measure of radiology knowledge.
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The BayLing model, for instance, tended to produce succinct answers which, despite

their brevity, may be of high quality and accuracy. On the contrary, GPT-4 may be

more verbose and consider issues more comprehensively, showing some level of dis-

trust in the input. The difference in results highlights the need to carefully interpret

the evaluation scores, taking into account the unique characteristics of each model.

6.1.4.4 Model Size and Performance

Our analysis reveals that to achieve high performance in this specific task, there

is no strict need for large models. Models with 7B parameters can produce impres-

sive results, suggesting that we might be on the verge of a fourth industrial revolution

driven by these more accessible, lightweight models. This prompts a reconsideration

of the belief that model performance is strongly correlated with the size of the model.

In fact, smaller models also demonstrated strong capabilities, raising the question of

whether intelligence truly arises from the number of parameters and data accumula-

tion.

6.1.4.5 Multimodal LLMs: The Next Frontier

The advent of multimodal LLMs, capable of managing multiple forms of input

such as text and images, creates fascinating prospects for future research. Evaluating

these models’ aptitude to directly interpret radiological images, in addition to textual

reports, could revolutionize radiology practice. These multimodal models could find

uses in areas like disease detection and diagnosis, treatment planning, and patient

monitoring.
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6.1.5 Conclusion

In this comprehensive study, we rigorously evaluated the performance of 32

significant world-wide LLMs in the healthcare and radiology sector, comprising both

global leading models such as ChatGPT, GPT-4, PaLM2, Claude2 and a robust suite

of LLMs developed in other countries such as China. The overarching goal of this

exploration was to benchmark these models in the context of interpreting radiology

reports, enabling a nuanced understanding of their diverse capabilities, strengths, and

weaknesses. Our findings affirm the competitive performance of many Chinese LLMs

against their global counterparts, emphasizing their untapped potential in healthcare

applications, particularly within radiology. This suggests a trajectory towards a fu-

ture where these multilingual and diverse LLMs contribute to an enhanced global

healthcare delivery system.

Looking ahead, our large-scale study’s insights offer a compelling foundation

for further exploratory research. There is immense scope for expanding these LLMs

into different medical specialties and developing multimodal LLMs, the latter of which

could handle complex and diverse data types to provide a more comprehensive under-

standing of patient health. However, as we navigate this evolving landscape of LLMs,

it is imperative to give due consideration to their effective application and ethical

deployment. In conclusion, our study hopes to catalyze further exploration and dis-

cussion, envisioning an era where LLMs significantly aid in healthcare provision and

contribute to an enhanced standard of global patient care.

145



6.2 Exploring the Trade-Offs: Unified Large Language Models vs Local Fine-Tuned

Models for Highly-Specific Radiology NLI Task

Recently, ChatGPT and GPT-4 have emerged and gained immense global at-

tention due to their unparalleled performance in language processing. Despite demon-

strating impressive capability in various open-domain tasks, their adequacy in highly

specific fields like radiology remains untested. Radiology presents unique linguistic

phenomena distinct from open-domain data due to its specificity and complexity. As-

sessing the performance of large language models (LLMs) in such specific domains is

crucial not only for a thorough evaluation of their overall performance but also for

providing valuable insights into future model design directions: whether model design

should be generic or domain-specific. To this end, in this study, we evaluate the per-

formance of ChatGPT/GPT-4 on a radiology NLI task and compare it to other models

fine-tuned specifically on task-related data samples. We also conduct a comprehensive

investigation on ChatGPT/GPT-4’s reasoning ability by introducing varying levels

of inference difficulty. Our results show that 1) GPT-4 outperforms ChatGPT in the

radiology NLI task; 2) other specifically fine-tuned models require significant amounts

of data samples to achieve comparable performance to ChatGPT/GPT-4. These find-

ings demonstrate that constructing a generic model that is capable of solving various

tasks across different domains is feasible.

6.2.1 Datasets

In this section, we present the details of converting the RadQA dataset [228]

into the proposed RadQNLI dataset and provide statistical analysis of the resulting

RadQNLI dataset.
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6.2.1.1 RadQA

The RadQA dataset [228] is a radiology question-answering dataset released in

2022, containing 6,148 question-answer evidence pairs in the radiology domain. It

is derived from a random sample of realistic radiology reports from the MIMIC-III

database [229] at the patient level and then partitioned into training, validation, and

test sets with a ratio of 8:1:1. In addition to the radiology reports, the dataset also

includes clinical referrals authored by physicians who ordered the radiology examina-

tions. These referrals contain actual information needs and were assembled alongside

the corresponding radiology reports. To generate questions that reflect the informa-

tion needed in the referrals, two annotators with medical expertise were employed.

They annotated answer spans in the radiology reports based on the referrals, result-

ing in questions that require extensive reasoning and domain-specific knowledge to

answer. In general, this dataset is well-suited for conversion into a QNLI dataset for

the radiology domain.

6.2.1.2 RadQNLI

Drawing inspiration from previous work on transforming QA datasets into NLI

datasets [230, 231, 232], we convert the RadQA dataset into the proposed RadQNLI

dataset in a similar way, with the goal to determine whether the context sentence

contains the answer to the question. As depicted in the top panel of Fig. ??, sentences

are extracted from the context and then paired with the corresponding question of

this context. The labels are automatically assigned for each pair, with a label of

‘entailment’ assigned if the context sentence contains the answer to the question,

and ‘not entailment’ assigned otherwise. If the sentence contains the answer, we

concatenated it with subsequent sentences to ensure the full answer span was included.
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To improve the dataset’s quality, we introduced a selection process that uses a pre-

defined ROUGE-1 score [233] to screen out sentences with lower similarity (lower

lexical overlap) to the questions. Our analysis shows that the ROUGE-1 score between

the question and the ”entailment” sentences is generally high, indicating a high level

of similarity. Conversely, the ROUGE-1 score between the question and the ”not

entailment” sentences is typically low, indicating a lower level of similarity. A larger

ROUGE-1 score will screen out more ”not entailment” sentences that have a lower

similarity with the question, leading to preserving fewer ”not entailment” samples.

This can make the NLI task more challenging as both the ”entailment” and remaining

”not entailment” sentences will have higher similarity to the question, making it

harder for the model to distinguish between them. To ensure a suitable difficulty level

and balance between the two categories, we selected a ROUGE-1 score of 0.2 as the

threshold for lexical overlap between the context sentence and the question. By doing

so, we aimed to maintain the challenging nature of the RadQNLI, thereby making

it appropriate for training and evaluating advanced models with robust reasoning

capabilities.

Table 6.2. Sample Size of RadQNLI Dataset

Measure Raw Threshold with R1≥0.2

Avg question tokens 12.34 12.32
Avg sentence tokens 21.66 20.66
# of unique questions 2771 2614
# of unique sentences 11829 5355
# of entailment 4391 4391
# of not entailment 35504 5447
Total samples 39895 9838
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Table 6.3. Modalities and Organs Covered by RadQNLI Dataset

Top 5 modalities Percentage Top 5 organs Percentage

X-Ray 12.33% Lung/chest 29.45%
Computed Tomography (CT) 4.61% Vessel 11.26%

Magnetic Resonance (MR) 4.07% Brain 9.09%
CT Angiography (CTA) 3.13% Abdomen 8.94%

Unknow 77.35% Cardiac 5.51%

Table 6.2 and Table 6.3 presents the specifics of the newly created RadQNLI

dataset, which comprises 2614 questions and 5355 sentences. From these questions

and sentences, we generated 9838 question-sentence pairs, with 4391 labeled as ”en-

tailment” and 5447 labeled as ”not entailment”. These samples covers various modal-

ities of imaging information for multiple organs.

6.2.2 Method

In this section, we present the methodology employed for the radiology QNLI

task utilizing ChatGPT and GPT-4. We implemented ChatGPT and GPT-4 along-

side various prompt designs for natural language inference and contrasted the out-

comes with several baseline models.

6.2.2.1 Zero-shot and Few-Shot Entailment Inference

The zero-shot and few-shot in-context learning capabilities of ChatGPT and

GPT-4 obviate the need for supervised fine-tuning, facilitating rapid adaptation to

our novel Radiology QNLI task to evaluate the models’ context awareness and un-

derstanding in the radiology domain.

Zero-Shot: We formulated the zero-shot prompt using only the task instruc-

tions and context sentence-question pairs, which directly requested ChatGPT and
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GPT-4 to determine if it was an entailment or not without providing any labeled

examples. The prompt for zero-shot inference is presented in Fig.6.4.

Few-Shot: We constructed the few-shot prompt by incorporating 1) task in-

structions and 2) 10 context sentence-question pairs with corresponding labels as

examples for in-context learning. The context-question pair under evaluation was

appended at the end. The prompt for few-shot inference is presented in Fig. 6.4.

User

Zero-shot Vanilla/IRSA

System

Context Sentence: The lungs are clear.
Question: Is there any fluid seen in the lung?

You are a radiologist. Your task is to determine whether 
the given context sentence from a radiology report 
contains the answer to the provided question. Please 
answer with either 'Entailment/Contain' or 'Not 
entailment/contain' without any additional explanation.

User

Zero-shot CoT

System

Context Sentence: The lungs are clear.
Question: Is there any fluid seen in the lung?

You are a radiologist. Your task is to determine whether 
the given context sentence from a radiology report 
contains the answer to the provided question. Please 
explain your reasoning step by step then answer with 
either 'Entailment' or 'Not entailment' on a new line.

User

Few-shot Vanilla/IRSA

System

Context Sentence: The lungs are clear.
Question: Is there any fluid seen in the lung?

You are a radiologist. Your task is to determine whether 
the given context sentence from a radiology report 
contains the answer to the provided question. Please 
answer with either 'Entailment/Contain' or 'Not 
entailment/contain' without any additional explanation.

User Context Sentence: The Foley catheter is within the
urinary bladder.
Question: Did the contrast leak anywhere from the
kidneys till the urethra?

Assist Not entailment/contain

User

Few-shot CoT

System

Context Sentence: The lungs are clear.
Question: Is there any fluid seen in the lung?

You are a radiologist. Your task is to determine whether 
the given context sentence from a radiology report 
contains the answer to the provided question. Please 
explain your reasoning first, then answer with either 
'Entailment' or 'Not entailment' on a new line.

User Context Sentence: The Foley catheter is within the
urinary bladder.
Question: Did the contrast leak anywhere from the
kidneys till the urethra?

Assist Reasoning: The given context sentence only mentions
the position of the Foley catheter in the urinary bladder.
It does not provide any information about the presence
or absence of contrast leakage from the kidneys to the
urethra.
Not entailment

demonstration × N

demonstration × N

Figure 6.4. Prompts used in the experiments. Modifications for IRSA and CoT are
highlighted.
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6.2.2.2 Inference with Chain of Thought

Prior research has indicated that reasoning tasks can be significantly enhanced

by employing Chain of Thought (CoT) prompting, which requests the model to think

step by step like a human, resolving multi-step complex reasoning questions sequen-

tially to reduce difficulty and guide the model to follow the chain of thought to

ultimately arrive at the answer. We employed the CoT scheme in both zero-shot and

few-shot inference.

Zero-Shot with CoT: Inspired by previous work, we included “Please explain

your reasoning first and then answer” in the task instruction prompt as presented

Fig.6.4.

Few-Shot with CoT: To obtain the CoT for the 10 provided examples, we

utilized GPT-4 to auto-generate the reasoning steps, as GPT-4 excels at tasks re-

quiring advanced reasoning and complex instruction comprehension. In cases where

GPT-4 output the incorrect label, we prompted the model to regenerate the correct

one. The auto-generated reasoning was subsequently refined by a human to form the

CoT. The refined CoT for each example, along with the label, was provided as the

desired output. The few-shot with CoT prompt is presented in Fig. 6.4.

6.2.2.3 Instruction-Response Semantic Alignment

The original labels of our RadQNLI dataset are ’entailment’ and ’not entail-

ment’, identical to the QNLI dataset. We instructed models to respond with simpler

and more common words: either ”contain” or ”not contain”, as opposed to the orig-

inal label, to better align the semantics in the task instruction prompt and further

reduce difficulty. After collecting the responses for each test pair, we replaced them

with the original labels back for evaluation.
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6.2.2.4 Baseline Models

To compare with ChatGPT and GPT-4, we tested the following baseline models

in two categories.

Text Generation Models. For these text generation models, which possess

the ability of in-context learning, we employed the same prompt as ChatGPT and

GPT-4 to request models to perform inference on the test set.

1. LlaMA: LLaMA [234] (Large Language Model Meta AI) is a series of founda-

tional large language models released by Meta AI in February 2023. Researchers

trained these models, ranging from 7 billion to 65 billion parameters (7B, 13B,

33B, and 65B), on trillions of tokens. The 65B model maintains a relatively

smaller size while being competitive with GPT-3.5 and other top LLMs.

2. Alpaca: Alpaca [235] is an instruction-following model released by Stanford

University. It was fine-tuned from Meta’s LLaMA 7B model and trained on 52K

instruction-following demonstrations generated using text-davinci-003 dataset.Despite

being a small and easily reproducible model, Alpaca performs comparably to

text-davinci-003 in terms of performance.

3. LlaMA 2: LLaMA 2 [236] is built upon its predecessor LLaMA, with 40% more

training data, and has double the context length than Llama 1. The fine-tuned

chat version LLaMA 2 has been trained on over 1 million human annotations for

better human preference alignment. Evaluation on several external benchmarks

including reasoning, coding, proficiency, and knowledge tests show that LLaMA

2 outperforms not only LLaMA 1 but also other LLMs.

4. Radiology LlaMA 2: Radiology LLaMA 2 [237] is an instruction-following

model fine-tuned from LLaMA 2. Utilizing the MIMIC-CXR dataset for in-

struction tuning, this model leverages specialized knowledge in radiology to en-
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hance performance, thereby excelling in summarizing Findings into Impressions

in radiology reports.

5. Bloomz: BLOOMZ [238] is a family of models capable of following human

instructions in dozens of languages zero-shot. They were generated by fine-

tuning BLOOM [239] pretrained multilingual language models on crosslingual

task mixture dataset(xP3) [238]. Bloomz has been found the ability of crosslin-

gual generalization and performing effectively on tasks or languages that were

previously unseen.

BERT-Based Fine-Tuned Models. We utilized pretrained models, fine-

tuned them on the training and validation sets, and then evaluated their performance

on the test set for comparison.

1. BERT: In 2018, Google released Bidirectional Encoder Representations from

Transformers (BERT) [179], a collection of masked-language models. BERT

stands out as the first unsupervised language representation model that is deeply

bidirectional, meaning it is capable of analyzing language in both directions.

This capability enables BERT to extract high-quality language features that

can be fine-tuned on domain-specific data for improved performance. Notably,

BERT’s pre-training is conducted solely on plain text corpora.

2. DistilBERT: DistilBERT is a compact and efficient Transformer model based

on BERT. By distilling BERT, DistilBert possesses a smaller parameter count

than bert-base-uncased by 40% and performs faster by 60%. DistilBERT achieves

comparable performance to BERT on the General Language Understanding

Evaluation (GLUE) language understanding benchmark, maintaining an accu-

racy rate of over 95%.

3. RoBERTa: The RoBERTa model [240] was based on BERT and share same

architecture. By adding dynamic masking, removing the next-sentence pre-
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training objective and training with larger batches, RoBERTa is a better reim-

plementation of BERT with some modifications to the key hyperparameters.

4. BioBERT: BioBERT (Bidirectional Encoder Representations from Transform-

ers for Biomedical Text Mining) [241] is a domain-specific language represen-

tation model pre-trained on large-scale biomedical corpora PubMed abstracts

(PubMed) and PubMed Central full-text articles (PMC). When compared to

BERT and other pre-existing models, BioBERT demonstrates superior perfor-

mance in various biomedical text mining tasks.

5. ClinicalBERT: ClinicalBERT [242], which is based on BERT, utilizes bidirec-

tional transformers to analyze clinical notes from the Medical Information Mart

for Intensive Care III (MIMIC-III) dataset. The model has been evaluated by

medical professionals and has been found to establish high-quality relationships

between medical concepts, as evidenced by their judgements.

6.2.2.5 Implementation

The ChatGPT model used in this paper is ’gpt-3.5-turbo-0301’, released on

March 1st, 2023. The GPT-4 model employed in this paper is ’gpt-4-0314’, released

on March 14th, 2023. The baseline pretrained models and corresponding experiments

were conducted using the Hugging Face Transformers package on an NVIDIA A100

GPU.

6.2.2.6 Evaluation Metrics

We employed accuracy as the evaluation metric to assess the models’ reasoning

and inference performance. All experiments involving ChatGPT and GPT-4 mod-

els report the average accuracy with the standard deviation of three repetitions to

eliminate randomness and improve reproducibility.
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Accuracy =
TP + TN

TP + TN + FP + FN
(6.1)

6.2.3 Experiment and Analysis

6.2.3.1 ChatGPT and GPT-4 with Different Prompting

We assess the inference performance of ChatGPT and GPT-4 using three tech-

niques: zero-shot and few-shot in context learning, chain of thought prompting, and

instruction-response semantic alignment prompting. Fig. 6.5 displays the inference

accuracy of ChatGPT and GPT-4 under various settings, with zero-shot results on

the left and few-shot results on the right. In each setting, we report the outcomes

for four types of prompting designs: the blue bars signify the vanilla prompt design,

the green bars represent the vanilla prompt with chain of thought, the yellow bars

indicate the vanilla prompt with instruction-response semantic alignment, and the

red bars denote the vanilla prompt with both CoT and IRSA. Detailed prompts for

the different prompting techniques can be found in Fig. 6.5. As depicted in Fig. 6.5,

GPT-4 outperforms ChatGPT in all four prompting designs for both zero-shot and

few-shot settings, showcasing a powerful capability for human-level understanding

in language tasks [243]. Additionally, we provide an ablation analysis of the three

techniques below.

Zero-shot and Few-shot Prompting: Based on the results using the vanilla

prompt design (blue bars), the few-shot setting considerably surpasses zero-shot

prompting for both ChatGPT and GPT-4, with accuracy increasing from 0.6390

to 0.7380 and from 0.6813 to 0.8315, respectively. The improvement of over 0.10

demonstrates that few-shot prompting, by simply providing demonstrations during

inference, is an efficient and effective technique for directly enhancing model per-

formance on the QNLI task. Conversely, GPT-4 improves accuracy by 0.423 in the
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Figure 6.5. We assessed the impact of various prompt methods (as detailed in
Sec. 6.2.3.1) on the performance of ChatGPT and GPT-4 for both zero-shot and
few-shot scenarios..

zero-shot setting, while in the few-shot setting, the improvement reaches 0.935, nearly

doubling compared to the zero-shot setting. This significant enhancement in the few-

shot setting indicates that GPT-4 can better comprehend and utilize the examples

in the prompt, serving as a guide to retrieve and revise pre-trained knowledge and

generate desired responses that are highly aligned and consistent with the examples.

Chain of Thought: The results of experiments utilizing chain of thought

prompting are represented by the green bars in Fig. 6.5. In the zero-shot setting, as

displayed on the left side of Fig. 6.5, compared to the vanilla prompt design, CoT

prompting enhances accuracy for both ChatGPT and GPT-4 by 0.243 and 0.952, re-

spectively. The differing percentages confirm that GPT-4 is better facilitated by CoT

in the zero-shot setting, as its exceptional reasoning ability can be effectively coupled

with CoT. However, in the few-shot setting, shown on the right side of Fig. 6.5, there

is a roughly 0.2 decrease in prediction accuracy for both ChatGPT and GPT-4. A

possible explanation for the contrasting effects of CoT on zero-shot and few-shot set-
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tings is that in the zero-shot setting, without examples to follow, the model must rely

solely on pre-trained knowledge to generate responses. In this scenario, CoT enables

the model to break down complex tasks into a chain of smaller, more manageable tasks

and solve them sequentially. This approach allows the model to accurately retrieve

specific pre-trained knowledge for each smaller task and better utilize reasoning and

context awareness abilities, leading to a significant improvement in accuracy. Con-

versely, in the few-shot setting, although the provided examples can help the model

better understand complex tasks by demonstrating desired reasoning steps and corre-

sponding responses, the model may also overfit on the examples shown in the prompt,

particularly when the model is pre-set to focus on deterministic, realistic data with

less creativity and randomness. Furthermore, CoT prompting in the few-shot setting

significantly increases the number of tokens in the prompt, which in turn increases

the complexity of the task. The model may concentrate on the examples and neglect

the essential instruction obscured by the numerous examples.

Instruction-Response semantic alignment: The results of experiments us-

ing Instruction-Response Semantic Alignment (IRSA) prompting are indicated by

the yellow bars in Fig. 6.5. Compared to the vanilla prompt design, IRSA prompt-

ing outperforms in all four scenarios—zero-shot or few-shot settings, with or without

IRSA—increasing prediction accuracy by an average of 0.330. When compared to

CoT prompting, in the zero-shot setting, IRSA prompting achieves competitive per-

formance. In the few-shot setting, while CoT prompting falls short, using IRSA

prompting alone enables both ChatGPT and GPT-4 models to achieve their best

performance at 0.7895 and 0.8420, respectively. This suggests that IRSA prompting

is an effective and efficient technique for QNLI tasks, as it eliminates the additional

cost of unnecessary reasoning components in responses when using paid LLMs like

ChatGPT and GPT-4.
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6.2.3.2 Comparison with recently released LLMs

We report the results of different large-scale language models on the RadQNLI

dataset in Table 6.4. The findings demonstrate that ChatGPT and GPT-4 explicitly

outperform all other recently released LLMs. Specifically, LLaMA exhibits the low-

est accuracy, often repeating the instruction or generating random text, thus failing

to align with human preferences. In contrast, other LLMs output the predicted la-

bel in expected format. However, Bloomz and LLaMA 2 consistently respond with

”Entailment” in all tests, making the accuracy results meaningless in this binary clas-

sification task. Meanwhile, Alpace and Radiology LLaMA 2 produce well-structured

responses, though their accuracy remains significantly lower than that of ChatGPT

and GPT-4. This difference is attributed to Alpaca and Radiology LLaMA 2 be-

ing instruction-tuned on LLaMA, which better aligns them with human response

preferences. Furthermore, Radiology LLaMA 2’s incorporation of domain-specific

knowledge from the MIMIC-CXR dataset enhances its performance over Alpaca.

In summary, ChatGPT and GPT-4, as opposed to open-source LLMs, demon-

strate enhanced language understanding capabilities in the medical domain and a

significantly better alignment with human preferences.

6.2.3.3 Comparison with BERT-based Fine-tuning

The proposed RadQNLI dataset consists of 7,911 training samples. We ran-

domly select 10, 100, 500, 1,000, and 7,911 training samples from the original training

set and conduct five fine-tuning experiments with different training set sizes to explore

the effect of training set size on the performance of fine-tuned BERT-based models in

QNLI tasks and the feasibility of fine-tuning BERT-based models in few-shot-like set-

tings. The entire validation and test sets are used in these experiments. The results,
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Table 6.4. The accuracy(ACC) of the five recent LLMs tested on proposed RadQNLI
dataset with zero-shot incontext learning. Red and blue denotes the best and the
second-best results, respectively.

Methods ACC

Bloomz (7b) 0.5109
Alpaca 0.5435
LLaMA (7b) 0.2107
LLaMA 2 (7b) 0.4708
Radiology LLaMA 2 (7b) 0.5558
ChatGPT 0.6875
GPT-4 0.7809

Figure 6.6. We compared the performance of ChatGPT, GPT-4, and five other fine-
tuned LLMs. To evaluate the impact of prompt examples on ChatGPT and GPT-
4, we tested their performance with zero-shot and 10-shot examples, where greater
example usage resulted in higher accuracy. Additionally, we explored the effect of
increasing the size of the training dataset for the fine-tuned LLMs, which led to
improved accuracy..
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along with the best performances of ChatGPT and GPT-4, are displayed in Fig. 6.6

for comparison. With the increment of training set size, the prediction accuracy of

all BERT-based models continuously improves, from an average accuracy of 0.5181

across five models with 10 training samples to 0.8467 with the full training set. Us-

ing the exact same 10 training samples as in the fine-tuning experiment as examples

in few-shot prompting, ChatGPT achieves a competitive accuracy of 0.7895. GPT-

4 attains an accuracy of 0.8420, very close to ClinicalBERT, the best BERT-based

model fully fine-tuned on the RadQNLI dataset. These results suggest that ChatGPT

and GPT-4 are more efficient than traditional BERT-based fine-tuning by utilizing

significantly fewer labeled data and eliminating the fine-tuning process altogether.

6.2.3.4 Difficulty Level of RadQNLI

To further assess the difficulty level of the RadQNLI dataset, we experimented

with different parameter settings of ROUGE-1 for thresholding lexical overlap, as

described in the Dataset section. A higher threshold of lexical overlap between the

context sentence and the question can increase the inference difficulty on the dataset

because a higher ROUGE-1 score implies that the context sentence and the question

either have a similar structure or describe the same thing, making it challenging to

determine whether the sentence entails the answer to the question or is merely related

to the question. In contrast, a low ROUGE-1 score indicates that the context sentence

and the question are not related at all, and therefore, not entailment. It is worth

noting that sentence-question pairs with labeled entailment have inevitably higher

ROUGE scores; therefore, all samples with entailment labels are pre-included, and

the threshold is only applied to non-entailment samples. We evaluate the ChatGPT

model with a 3-shot setting on the test set generated with different lexical overlap

thresholds. The results in Table 6.5 show that inference accuracy increases with lower
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lexical overlap thresholds, indicating that by modifying the threshold, we can easily

control the difficulty level of the generated dataset, which can be useful for assessing

different parameter scale LLMs on a reasonably challenging dataset.

Table 6.5. We adopted ROUGE scores to set different levels of inference difficulty
and assessed ChatGPT’s performance on tasks of varying levels of difficulty.

Sample
Class distribution in test set

ACC
entail not entail

R1≥0.3 460 193 0.6186±0.0054
R1≥0.2 460 517 0.6986±0.0066
R1≥0.1 460 1327 0.7934±0.0044
R1>0 460 1681 0.8100±0.0023

6.2.4 Discussion and Conclusion

6.2.4.1 Domain-Specific NLI Datasets

Large-scale datasets constructed by crowdworkers have greatly contributed to

the progress of domain-agnostic NLI. However, such datasets are prone to statistical

artifacts that arise during the annotation process, as previous studies have shown

[244, 245, 246]. These artifacts pose a significant challenge in the development and

evaluation of NLI models, as they can lead to hypothesis-only classifiers achieving

better-than-random performance. To address this challenge, some researchers have

attempted to create more robust and challenging datasets [247]. In this study, we

propose a new dataset, RadQNLI, specifically designed for the radiology domain,

with the help of multiple experts. However, developing a highly specialized dataset

requires professional expertise, which makes it difficult to generate large-scale data

in a short period. Therefore, our dataset has a smaller volume of data compared
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Table 6.6. Monetary costs ($) and inference times (s/item) of ChatGPT and GPT4
on RadQNLI testset.

Method
Length (tokens) ChatGPT GPT4

prompt completion cost time cost time

Zero-shot+IRSA 130.86 2.63 0.26 0.41 3.99 0.90
Zero-shot+CoT 144 .86 66.13 0.41 2.40 8.12 12.45
Few-shot+IRSA 605.86 1.54 1.19 0.43 17.85 0.96
Few-shot+CoT 1007.86 41.77 2.05 1.62 31.99 5.41

to open-domain datasets. To ensure a comprehensive evaluation of the dataset, we

conducted a detailed statistical analysis and used ROUGE score to set up tasks with

varying levels of inference difficulty during the experiments, in order to filter out

possible statistical artifacts as much as possible. In future research, it will remain

a crucial issue to incorporate and leverage the knowledge of experts to guide the

automation of specialized dataset generation.

6.2.4.2 Uniform vs Domain-Specific Models

Creating a unified, general-purpose model to solve problems in all fields versus

creating local specific models for different fields is an important issue. Especially at

this particular point in time, where LLMs represented by ChatGPT and GPT-4 have

achieved unprecedented success in different tasks, bringing new hope for creating a

unified model. In this study, we aimed to explore this issue further by comparing

the performance of ChatGPT/GPT-4 and locally fine-tuned models in a highly spe-

cialized task - radiology language inference. The results indicated that local models’

performance falls short of that of ChatGPT/GPT-4 when the amount of specialized

data is limited. However, with sufficient data, local models outperform the unified

large models. Therefore, we are faced with the dilemma of choosing between building
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a unified, general-purpose model or creating effective datasets, both of which require

substantial resources when reaching a certain scale (details can be seen in Table 6.6).

Alternatively, a more promising approach to this issue is to combine existing unified

LLMs with limited specific datasets to better solve tasks in specialized domains.

In conclusion, in this work, we evaluated the performance of ChatGPT/GPT-4

on a radiology NLI task and compared it to other models fine-tuned specifically on

task-related data samples. The results showed that GPT-4 outperformed ChatGPT

in the radiology NLI task, and other specifically fine-tuned models require significant

amounts of data samples to achieve comparable performance to ChatGPT/GPT-

4. These findings demonstrate that constructing a unified model capable of solving

various tasks across different domains is feasible. However, further research is needed

to determine whether this approach is preferable to creating domain-specific models,

and how to effectively utilize limited specialized datasets with large LLMs.

6.3 DeID-GPT: Zero-shot Medical Text De-Identification by GPT-4

The digitization of healthcare has facilitated the sharing and re-using of medical

data but has also raised concerns about confidentiality and privacy. HIPAA (Health

Insurance Portability and Accountability Act) mandates removing re-identifying in-

formation before the dissemination of medical records. Thus, effective and efficient

solutions for de-identifying medical data, especially those in free-text forms, are highly

needed. While various computer-assisted de-identification methods, including both

rule-based and learning-based, have been developed and used in prior practice, such

solutions still lack generalizability or need to be fine-tuned according to different sce-

narios, significantly imposing restrictions in wider use. The advancement of large

language models (LLM), such as ChatGPT and GPT-4, have shown great potential

in processing text data in the medical domain with zero-shot in-context learning,
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especially in the task of privacy protection, as these models can identify confiden-

tial information by their powerful named entity recognition (NER) capability. In

this work, we developed a novel GPT4-enabled de-identification framework (“DeID-

GPT”) to automatically identify and remove the identifying information. Compared

to existing commonly used medical text data de-identification methods, our devel-

oped DeID-GPT showed the highest accuracy and remarkable reliability in masking

private information from the unstructured medical text while preserving the origi-

nal structure and meaning of the text. This study is one of the earliest to utilize

ChatGPT and GPT-4 for medical text data processing and de-identification, which

provides insights for further research and solution development on the use of LLMs

such as ChatGPT/GPT-4 in healthcare.

6.3.1 Datasets

The i2b2/UTHealth Challenge: We benchmark our proposed method using

the 2014 i2b2/UTHealth de-identification challenge dataset [248]. Upon request, the

Blavatnik Institute of Biomedical Informatics at Harvard University granted us access

to this dataset. This dataset contains 1,304 free-form clinical notes of 296 diabetic

patients. All PHI entities were manually annotated and replaced with surrogates.

Specifically, names, professions, locations, ages, dates, contacts and IDs were replaced

by surrogate information to protect privacy and facilitate de-identification research.

For example, if there is a real patient named “Mr. James McCarthy” who visited the

hospital on 12/01/2013, these strings will be replaced by “Mr. Joshua Howard” and

“04/01/2060”, respectively. Figure 6.7 presents a sample clip of this data, and figure

6.8 presents the same excerpt de-identified by ChatGPT/GPT-4.
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Figure 6.7. Sample original clinical note from the 2014 i2b2/UTHealth dataset..

6.3.2 Methods

In this section, we will describe the methodology of this work. Our primary

approach is to utilize API access and manual testing to evaluate ChatGPT (pow-

ered by GPT-3.5) and GPT-4’s (through OpenAI’s web interface that is shared with

ChatGPT)performance on anonymizing clinical notes. We will describe our entire

workflow in detail, from the data preprocessing to evaluation.

It is noteworthy to point out that the grand paradigm shift from fine-tuning

to prompt-based in-context learning has revolutionized the NLP field. In this study,

we intend to devise a new strategy to employ the zero-shot capability of very recent

language models to complete the data de-identification process. We carefully design

prompts that work well with ChatGPT and GPT-4 to generate the best results with

minimal human annotation efforts. Thanks to the scale of LLMs and the power of

in-context learning, the presented framework requires no change when being applied

to different data. We present a full pipeline that is straightforward to implement and

naturally explainable.
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Figure 6.8. Sample de-identified clinical note from the 2014 i2b2/UTHealth dataset..

6.3.2.1 Data Preprocessing

The original Harvard 2014 i2b2/UTHealth de-identification challenge dataset

is stored as XML files. One XML file corresponds to one complete clinical note that

documents the symptoms, clinical records and medical impressions of one particular

visit. Such files consist of various XML tags that correspond to different information

in the clinical notes.

We have implemented in-house scripts to extract information from these XML

files and store them in a reference database. The main text of the clinical notes are

further cleaned and stored as text files. These files are the input to the LLMs audited

in this study. In addition, the sensitive text entities identified by human annotators

are extracted and reserved for performance evaluation.

6.3.2.2 Accessing ChatGPT and GPT-4

To access the OpenAI API, people will need to create an account on OpenAI’s

websitrate and obtain an API key. Once you have your API key, you can use it to
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make API requests to OpenAI, including requests to the ChatGPT model. For more

detail, please refer to our open-source code at GitHub. Fig. 6.9 displays the crucial

code elements of our ChatGPT API. After setting the appropriate parameters and

submitting the prompts to the ChatGPT server, the generated texts can be obtained,

as indicated in the right column of Fig. 6.9. The left column of Fig. 6.10 depicts the

step-by-step procedure for anonymizing sensitive information using our ChatGPT

API. The sensitive information contained in the response text (shown in the right

column of Fig. 6.10) is already concealed by ChatGPT. Currently, there is no open

access to the GPT-4 API. Therefore, we rely on manually testing on the OpenAI web

interface to carry out our GPT-4 experiments.

def num_tokens_from_string(string: str, encoding_name: str) -> int:
"""Returns the number of tokens in a text string."""
encoding = tiktoken.get_encoding(encoding_name)
num_tokens = len(encoding.encode(string))
return num_tokens

def chatgpt_completion(model_new="gpt-3.5-
turbo",prompt_new="hi", temperature_new=0.05, top_p_new=1, 
n_new=1, max_tokens_new=100):

Chat_Completion = openai.ChatCompletion.create(
model=model_new,
messages=[

{"role": "user", "content": prompt_new}
],
temperature=temperature_new,
top_p=top_p_new,
n=n_new,
max_tokens=max_tokens_new,
presence_penalty=0,
frequency_penalty=0

)
return Chat_Completion

user@root4:~$ python chatgpt_submission.py
---------------------------Sending data to ChatGPT -----------------------
-------------------------------Anonymizing----------------------------------
---------------------------Showing anonymized data-----------------------
Record date:[redacted]
[Redacted] is seen today.  I have not seen him since November.  About three weeks ago he 
stopped his Prednisone on his own because he was gaining weight.  He does feel that his 
shoulders are definitely improved.  It is unclear what he is actually taking, but I think based on 
the color of his pills and the timing of the medication that he continues taking his Atenolol for 
hypertension and 1 Hydroxychloroquine tablet.  He is concerned because of the relatively recent 
onset of difficulties turning his head to the right.  When he does this, he will note that he feels as 
though he is going to pass out although this has not actually happened.  This only occurs when he 
turns to the right and not to the left.  He has no visual changes otherwise and denies any 
headache or other cranial complaints.  

On examination today, BP 120/80.  He has no bruits over the carotid.  He has no tenderness in 
this region either.  He has good peripheral pulses at the arms.  His joint examination is much 
improved with better ROM of the shoulders and no peripheral joint synovitis.  

Clinical Impression:

#1:  Inflammatory arthritis - possibly RA - with response noted to Hydroxychloroquine along 
with Prednisone.  He has stopped the Prednisone, and I would not restart it yet.  
#2:  New onset of symptoms suspicious for right-sided carotid disease.  Will arrange for carotid 
ultrasound studies.  Patient advised to call me if he develops any worsening symptoms.  He has 
been taking 1 aspirin per day prophylaxis long-term, and I stressed that he continue to do so.  He 
will follow-up with me shortly after the ultrasound study
--------------------------------Anonymized data end------------------------

(a) Key Component of ChatGPT API code (b) Experiment example

Figure 6.9. The left column shows the main components of the ChatGPT API code,
while the right column shows the steps involved in generating an anonymized exam-
ple..
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Request

Please anonymize the following clinical note. Replace all the
following information with the term “[redacted]”: Redact any
strings that might be a name or acronym or initials, patients’ names,
doctors’ names, the names of the M.D. or Dr., redact any pager
names, medical staff names, redact any strings that might be a
location or address, such as “3970 Longview Drive”, redact any
strings that look like “something years old” or “age 37”, redact any
dates and IDs and record dates, redact clinic and hospital names,
redact professions such as “manager”, redact any contact
information:

Sure, please provide the sentence you would like me to anonymize.

{CONTENT}

System User Assistant

I will give you a sample, please anonymize it

****** ****** ****** **** **** **** *****
********** *********** **** ************
*** ****** ****** ** ******* ****** ****
*** **** ***** ******** ****** *** ****
***** ***** ****** ******* *******
********* ********** ******* ******
******* **** **** ***** ** *****

Redacted Content

Response

Figure 6.10. To anonymize clinical notes using the ChatGPT API, we first supply
prompts from the system and then send the clinical notes from the user role. The
returned results from ChatGPT will be anonymized by the model, and detected sen-
sitive PHI information will be replaced by the term ’redacted’..

HIPAA Identifiers
1 Names 10 Account numbers
2 All geographical address elements smaller than state 11 Certificate numbers
3 All data elements related the individual (except year) 12 Vehicle serial numbers and identifiers
4 Phone numbers 13 Device serial numbers and identifiers
5 Fax numbers 14 Web resource locators (URLs) and links
6 Email addresses 15 IP addresses
7 Social security numbers 16 Biometric identifiers (e.g. fingerprint)
8 Medical record numbers 17 Full face photographic images
9 Health plan beneficiary numbers 18 Any unique identifying number, code, or characteristic

Table 6.7. List of HIPAA identifiers.

6.3.2.3 A Simple and Versatile Framework

Our goal is to develop a workflow that greatly simplifies clinical data de-

identification, which can facilitate any subsequent research and collaborations. The

advent of LLMs such as ChatGPT and GPT-4 has revolutionized NLP, and we see

great potential in applying LLMs to the realm of privacy protection. The key advan-

tages of LLMs can be categorized as Simplicity, Annotation-free, and Adaptabil-

ity. These positive characteristics make LLMs the ideal tools for data anonymization

applications.
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Specifically, in-context learning eliminates the need for fine-tuning, thereby sav-

ing significant amounts of time and reducing pipeline complexity [249, 250]. Super-

vised fine-tuning is not a trivial task and requires sufficient experience in NLP.

In addition, this approach has exceptional zero-shot and few-shot learning ca-

pabilities [189, 250, 251], which can reduce the need for large-scale annotation efforts,

as the model can learn from a relatively small amount of annotated data.

By incorporating contextual information, which allows the model to better un-

derstand the meaning and context of the data it is processing, in-context learning

enables the adaptation to new tasks and domains with great ease [189, 250]. Indeed,

LLMs are very versatile and flexible. Unlike any previous methods, no code or

procedural changes are required when applying our solution to different

hospitals, different languages and different data formats.

These advantages make in-context learning a promising approach for a wide

range of NLP tasks, including de-identification. We develop this study to method-

ologically validate ChatGPT and GPT-4’s advantages.
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1. Names   2. Address   3. Dates   4. Telephone Number  5. 
Fax Number   6. Email Address
7. Social Security Number   8. Medical Record Number
9. Health Plan Beneficiary Number   10. Account Number
11. Certificate/License Number   12. Vehicle Identifiers
13. Device Identifiers or Serial Numbers   14. Web URLS
15. IP Address   16. Biometric Identifiers   17. Full-Face 
Photos 18. Any Other Unique Identifying Numbers

Prompt
Task: Please anonymize the following clinical note. Task
Specific Rules: Replace all the following information with the term "[redacted]": Command
Redact any strings that might be a name or acronym or initials, patients' names, doctors' names, the names of the M.D. or Dr., NAME
Redact any pager names, medical staff names, NAME
Redact any strings that might be a location or address, such as "3970 Longview Drive", LOCATION
Redact any strings that look like "something years old" or "age 37", AGE
Redact any dates and IDs and numbers and record dates, ID-like strings
Redact clinic and hospital names, LOCATION
Redact professions such as "manager", PROFESSION
Redact any contact information: CONTACT

Figure 6.11. This is the optimal prompt template we have designed for this task.
We break down a prompt into 3 main segments: The task statement, the command,
and specific rules. The task statement describes the goal and scope of the task. The
command specifies actions to complete the task. Specific rules define specific require-
ments and optionally contain concrete examples. In the figure, we also annotate each
line with a tag that describes its identity or correspondence in the PHI categories..

6.3.2.4 Designing Prompts to Incorporate HIPAA Guidelines

The HIPAA PHI categorization is the gold standard of defining clinical pri-

vacy. There are 18 HIPAA identifiers that are required to be de-identified, since this

information can be used to identify, locate, or contact individuals. This is particu-

larly important and relevant in processes (e.g, research and clinical collaborations)

that involve data-sharing and transmission of clinical text documents. Figure ?? illus-

trates the mapping between HIPAA identifiers (see Table 6.7) and the i2b2/UTHealth

benchmark used in this study. This correspondence relationship to HIPAA is gener-

alizable (with proper changes) to any de-identification datasets.

Existing research clearly indicates that LLMs produce optimal results only when

provided with the right prompts. To effectively utilize LLMs to redact sensitive in-

formation and ensure proper adherence to HIPAA guidelines, we design the following

optimized prompts template for the benchmark dataset that unleashes the potential

of LLMs.

In this template, we first specify the task for the LLM to complete. It is

necessary to provide the task information upfront, since it is easy for the user to
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comprehend and explain the task to be executed by the model. In addition, given

the autoregressive nature (i.e., the next token is generated based on previous tokens)

of the GPT-based models [187], it is important to push this information upfront for

the LLM to better understand the user’s demands and generate the most relevant

results.

We then specify a special rule, (e.g., “Replace all the following information with

the term “[redacted]”:”) that is associated with the declared task. This segment of

the prompt can be adjusted to fit the specific task. We require the model to replace

sensitive information with the token “[redacted]” for better explainability. This step

also facilitates subsequent processing, including but not limited to result evaluation,

surrogate information replacement (e.g., replacing the redacted information with fake

synthetic data) and data-sharing.

Finally, we explicitly define the specific information that needs to be obscured.

For example, we ask the model to “Redact any strings that might be a location or

address, such as “3970 Longview Drive””. Ideally, the rules laid out in this segment

should correspond to various categories of PHI in the target dataset. Based on our

experience, these PHI categories are typically mapped to the HIPAA PHI guidelines,

and it is necessary to cover all sensitive information so that the results are aligned

with the HIPAA mandate as much as possible. Generally, it is helpful to explicitly

specify such information and provide examples for better results and interpretability.

6.3.2.5 Prompting Caveats

Prompt design is an engineering process that combines art and science [252,

253]. Since this is the first study on utilizing LLMs to perform de-identification and

the first work in exploring the ability to de-identify clinical data, we believe it is

necessary to share our experience with both good examples and counterexamples.
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Figure 6.12. We present 4 examples of bad prompts. Example1: Only stating the
task in the prompt is not optimal; Example2: Punctuation matters. The extra period
made the command uninterpreted by ChatGPT; Example3: Multiple-task statement
confuses ChatGPT; Example4: Did not explicitly specify the desired output.

We have presented the optimal prompt template in the previous section. In this

section, we present ineffective prompts that lead to sub-optimal results. The list of

ineffective prompts is non-exhaustive, and these samples are exemplary caveats.

6.3.3 Experiment & Results

6.3.3.1 Experimental Design

We compare ChatGPT and GPT-4 against several baselines methods, BERT

[179], RoBERTa [240], ClinicalBERT [254].

BERT is the classic transformer-based language model [179]. The bi-directional

transformer architecture enables impressive contextual understanding, and BERT has

quickly become one of the most popular NLP models. It has been widely used in many
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domains and industries, and there are various offshoot models that are equipped with

improved architectural design [255] or are trained on domain-specific data [256].

RoBERTa improves from BERT by removing the next sentence prediction

(NSP) objective [240]. It is also trained with larger batches and on more train-

ing data. In addition, the masking patterns in RoBERTa are dynamically changed.

Overall, RoBERTa can be regarded as a more refined version of the BERT model.

ClinicalBERT is a BERT-based model further pre-trained on the Medical

Information Mart for Intensive Care III (MIMIC-III) dataset [229], a large collection

of 2,083,180 clinical notes from the Beth Israel Deaconess Medical Center. This

database contains data of 38,597 patients (admitted between 2001 and 2012) and

is commonly used in clinical NLP [257]. The ClinicalBERT model is therefore a

suitable model for medical text processing.

For all the baseline methods, we download pre-trained weights from Hugging

Face 1 and initialize them on our local servers. BERT, RoBERTa and ClinicalBERT

are initialized on Nvidia 3090 GPUs with 24 GB memories.

For all methods except GPT-4, we test all test cases in the test set of the

i2b2/UTHealth data. However, since there is no public access to the GPT-4 API, one

of our experts manually tested 50 random samples from the testing set to generate

responses from GPT-4 using the OpenAI web interface. Regardless of the testing

method, the generated responses go through the same evaluation script to calculate

accuracy metrics.

6.3.3.2 Results

Experimental results show that GPT-4 achieves the highest de-identification

accuracy (over 0.99) in a zero-shot scenario when provided with an optimal, explic-

1https://huggingface.co/
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itly specified prompt. It outperforms the GPT-3 powered ChatGPT and all other

baselines. Table 6.8 presents the complete experimental results.

Implicit Prompt

“Please anonymize the following clinical note” is an example of an implicit prompt.

The desired outcome is stated, but the prompt lacks specific instructions and examples

that help the LLM to carry out the task.

Explicit Prompt

Explicit prompts are prompts that contain concrete information that helps the LLM

generate desired results within a clearly defined space. It contains a well-written and

executable description of the desired output, clearly defines the task, and explicitly

provides concrete examples. Please refer to Figure 6.11 for an example of a good

explicit prompt.

It is noteworthy to point out that the BERT-based baselines are fine-tuned on

the dataset through a rigorous supervised learning named entity recognition (NER)

process. Despite their strong performance (both RoBERTa and ClinicalBERT attain

over 90% accuracy rates), the fine-tuning process requires significantly more time and

engineering efforts to complete, compared to the streamlined process offered by large

language models such as ChatGPT and GPT-4. Our clinician experts believe this

demonstrates the attractiveness of employing large language models over standard-

sized models for the de-identification task, since LLMs require significantly less efforts

and are accessible to health providers who have limited experience in machine learn-

ing.

In addition, we note that carefully crafted prompts can significantly improve

LLM performance. For example, an optimally designed prompt improves ChatGPT

performance from 0.686 to 0.929. GPT-4 is less susceptible to defects in the prompt,
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Table 6.8. Clinical notes de-identification results with LLMs.

De-Identification
i2b2

Implicit Prompt* Explicit Prompt* General Prompt* Fine-tuning
(Zero-shot) (Zero-shot) (Zero-shot)

ChatGPT 0.686 0.929 N/Aw N/A
GPT-4 0.908 0.99 N/A N/A
BERT - - - 0.798
RoBERTa - - - 0.947
ClinicalBERT - - - 0.974
mT0 0.824 N/A 0.827 N/A
Falcon-7b 0.603 0.605 0.597 N/A
Flan-t5-base N/A N/A 0.737 N/A
Llama1-7b 0.609 0.612 0.597 N/A
Llama2-7b 0.609 0.612 0.597 N/A
*Note: The prompting based methods are essentially performing Zero-Shot learning

since it nonetheless performs well even when fed with a simple, implicit prompt.

However, an optimally designed prompt propels the accuracy of GPT-4 to a new

level that is readily usable even for real-world applications.

6.3.3.3 De-Identification Quality Evaluation

The performance of the de-identification methods is evaluated through entity-

wise accuracy, defined by the percentage of sensitive entities removed after the inputs

are processed by the corresponding method.

Accuracy =
TP + TN

TP + TN + FP + FN
(6.2)

where TP, TN, FP, and FN denote numbers of true positives, true negatives, false

positives, and false negatives, respectively.

6.3.3.4 Error Analysis

We conduct an error analysis by examining the incorrect answers generated by

various LLMs. We have identified significant differences in the nature of errors made

175



by these models compared to GPT-4 and ChatGPT. The errors observed in GPT-

4 and ChatGPT are predominantly associated with their limitations in recognizing

relevant entities, which can be attributed to their proficiency and experience in this

specific task. On the other hand, the errors in the Llama series and Falcon can

be primarily attributed to a fundamental misunderstanding of the task itself, often

resulting in nonsensical responses, such as merely repeating the content of the given

prompt. Additionally, an excessively lengthy prompt can also lead to LLMs struggling

to grasp its meaning. Overall, we conclude that only a small subset of these LLMs

demonstrate the potential for swift practical application, and the majority of LLMs

still have significant room for improvement.

6.3.4 Discussion and Conclusion

6.3.4.1 Locally-Deployed DeID-GPT for Hospital Use

Despite the impressive performance of ChatGPT and GPT-4 for data de-identification,

these models could only be accessed through online APIs, making them impossible to

be applied in a hospital setting as patient data cannot be stored nor transmitted to a

non-authorized external party. Furthermore, as the code and implementation details

of ChatGPT/GPT-4 are not open to the public, we cannot fully validate their func-

tionalities to ensure these models are HIPAA-compliant and meet the standards of

the hospital’s quality management system (QMS). Therefore, it would be vital to use

open-source or in-house trained LLMs for the de-identification task and deploy them

locally to ensure data security, privacy, integrity, and proper adherence to HIPAA

guidelines. Thus, we are investigating solutions for the locally-deployed DeID-GPT.

For example, we experimented with LLaMA [234] in this work to preliminarily ex-

amine its performance. However, LLaMA failed to generate coherent and relevant
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outputs for all test cases, and is therefore not directly comparable to other tested

methods. We also intend to try other open-source LLMs such as OPT [258] and

BLOOM [239]. These models are open-sourced and were trained with data on the

public domain, making it possible to reuse without licensing concerns [234]. To deal

with the challenge of limited computational resources at the local site, we will also

explore the state-of-the-art model quantization [259], acceleration [260] and GPU

parallelization [261, 262] techniques to streamline the deployment.

6.3.4.2 Developing Domain-specific LLMs

To the best of our knowledge, there are no LLMs specifically tailored to the

medicine and healthcare domain with medical text such as the clinical notes and

radiology reports used in this work, let alone for more diversified medical specialties.

Given the success of previous domain-specific language models such as BioBERT

[241] and BioGPT [263], we believe it is promising and helpful to develop domain-

specific LLMs. At the data level, it is possible to continue the pre-training process

on domain-specific data. This is a proven route to success since it is well known

that language models can perform better on domain-specific benchmarks and tasks

when trained with relevant data and knowledge [256, 264] as the models are exposed

to domain vocabulary, jargons, terms and writing styles. At the architecture level,

it is also possible to modify and optimize LLMs for specific domains. For example,

it is possible to design modules that can more effectively capture sensitive HIPAA-

protected information by prioritizing such information in the input [265]. It might

also be insightful to explore the possibility of efficient passing of inputs with sparsely

activated forward pass blocks [266] to achieve performance or efficiency gains.
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6.3.4.3 Improving De-Identification with LLMs through Fine-tuning

The upcoming public release of GPT-4’s API service will enable fine-tuning of

the model. Given the impressive performance of GPT-4 in the zero-shot prompt-

ing setting, we expect that it can deliver even better performance with fine-tuning

to the domain-specific data (e.g., clinical notes and reports). On the other hand,

to better ensure data privacy and security, it is also necessary to investigate the

potential of replicating GPT-4-like performance locally with other LLMs. On local

servers, it is more necessary and beneficial to evaluate the impact of fine-tuning on

task performance, as locally-deployable models generally have a smaller parameter

size. Regardless of the approaches, we see fine-tuning LLMs as a promising research

direction that enables the practical use of LLMs in a hospital setting.

6.3.4.4 Applying LLM to Anonymize Other Data

Text de-identification and data anonymization are crucial in many other scenar-

ios where personal information needs to be collected or shared and privacy protection

is paramount. While our approach focuses on medical data, which requires par-

ticularly stringent privacy protections, it could be extended to other sensitive data

domains beyond healthcare. For example, financial institutions, such as banks and

insurance providers, may need to de-identify data containing customer information,

such as account numbers and transaction details, to safeguard individuals’ privacy.

Market research companies also collect data on individuals’ opinions, behaviors, and

preferences, which should be de-identified to protect the privacy of research partici-

pants. Additionally, sensitive information may need to be shared in legal proceedings,

including financial records, medical records, and personal information that needs to

be de-identified to preserve individuals’ privacy. Our proposed ChatGPT/GPT-4-
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based approach in this study could potentially be generalized to these scenarios in

the future, offering a novel approach to data de-identification by utilizing LLMs.

6.3.5 Future Perspective

As far as we know, this study is the first work in the NLP literature to in-

vestigate the possibility of employing LLMs such as ChatGPT and GPT-4 for data

de-identification. In particular, we partnered with clinicians to evaluate these power-

fully versatile modern models on medical text anonymization. Experimental results

indicate that ChatGPT and GPT-4 have excellent abilities in de-identifying medi-

cal data compared to other LLMs. The application of LLMs to medical text data

has already shown promise in providing valuable insights into various medical condi-

tions and diseases, and there is significant potential for future integration with other

modalities such as medical imaging data [267].

With its multi-modal capabilities, GPT-4 can be explored for the integration

of multimodal medical data such as radiological images, pathological images, clinical

text reports, and genomics data, among others, to gain new insights for disease di-

agnoses, treatments, follow-up, and prognosis. By enabling cross-modality analysis

using GPT-4 and similar methodologies, we can significantly enhance our understand-

ing of different medical conditions, including various types of cancers, brain disorders,

cardiovascular diseases, and many other human diseases. Ultimately, the development

and application of GPT-4 related approaches for multi-modal medical data have great

potential to revolutionize healthcare.

Reciprocally, healthcare professionals can also contribute to the advancement

of LLMs such as GPT-4 and its related models/methods through their domain ex-

pertise and expert feedback. For instance, highly skilled and professional medical

physicians can advance the reinforcement learning by human feedback (RLHF) used
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in ChatGPT/GPT-4 to reinforcement learning by expert feedback (RLEF) in the

medical domain. We envision that this RLEF framework can significantly speed up

the pace of widely adopting GPT-4 and its future variants in the medical and health-

care field.
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CHAPTER 7

A UNIFIED AND BIOLOGICALLY-PLAUSIBLE RELATIONAL GRAPH

REPRESENTATION OF VISION TRANSFORMERS

Improving the efficiency of artificial neural networks (ANN) is an important

problem in AI domain. Various research works have focused on discovering optimal

structures for more efficient ANNs. A representative one is the “Relational Graph”,

published at ICML in 2020. In this study, the authors introduced a relational graph

method that allows the ANNs to be represented as a graph, and conversely, given

a graph, it can generate the corresponding ANN. By employing this approach, the

search for an optimal ANN structure can be conducted by systematically examining

different graphs within a graph space system. Through extensive experiments, it was

observed that the graph structures of the top-performing ANNs surprisingly similar

to those of real biological neural networks (BNNs). But this study only explored the

Multi-Layer Perceptron (MLP) and CNN-based models. Whether the latest trans-

former architecture in the field of AI have the same conclusions is unknown. To ad-

dress this gap, in Chapter 7, we extended the evaluation to include the Transformer

architecture. By this way, the three primary structures inclusing – MLP, CNN, and

Transformer, can all be represented by graph in a unified graph space. We compared

graph structures of best-performing MLP, CNN-based models and transformer-based

models with different BNNs. The result might suggest that models similar with the

more advanced biological brain networks perform better.
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7.1 Introduction

The human brain is a hugely complex, highly recurrent, robust, and remark-

ably efficient nonlinear neural network [268]. Human behavior, cognition, and neural

activities critically depend on the graph structure of large-scale brain connectome

[269, 270]. Likewise, representation and predictive capability of an artificial neu-

ral network (ANN), such as convolutional neural network (CNN), are also closely

related to the model’s graph structure [271, 12]. The authors in [12] hypothesized

that biological neural networks (BNNs) (e.g., macaque’s brain network graphs) and

ANNs (CNN’s relational graphs) might share common graph properties. Recently,

neural networks of transformers have received extensive attention, and a variety of

vision transformers (ViTs) have been developed rapidly in the computer vision field.

Tolstikhin et al. [272] and Yu et al. [273] summarized the message passing in trans-

formers as Token Mixer and Channel MLP (multilayer perceptron). The core idea of

various ViT models is the well-designed Token Mixer which controls the information

communication between spatial tokens, while most ViTs follow similar design of the

Channel MLP (two fully-connected linear with GELU function), for examples, the

self-attention [274] in ViT [5], the shifted window attention in Swin [275], the token-

mixing MLP in Mixer [272, 276], the average pooling in PoolFormer [273], and so

on. Essentially, exploring ViT’s graph structure (in terms of information communi-

cation), its relevance to the representation/predictive performance, and its similarity

to BNNs, is of great importance for deeper understanding of ViTs and their wider

applications.

The work in this paper is inspired by the relational graph constructed on CNN

models [12]. You and colleagues [12] introduced the pioneering concept of relational

graph which considers channels of CNN features as nodes. They systematically inves-

tigated how the relational graph structure of CNN networks affects their predictive
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performance. They found sweet spots in the relational graphs of CNN networks,

which are similar to the real BNNs reconstructed from brain science data. Built upon

the inspiring work in [12], in this paper, we proposed the following major innovations.

(1) The relational graph in [12] was constructed only on the multilayer perceptron

(MLP) or CNNs. Here, we will focus on defining and constructing relational graphs

on ViT models. (2) The relational graph in [12] only considered the communication

between the dimensions or channels of CNN, thus ignoring the spatial information

aggregation. Here, we will consider the spatial patch information communication in

ViT as a key factor. (3) The relational graph in [12] only described the network’s

graph topology, thus ignoring the influence of parameter weights which can reflect

the ability of capturing embedding features from images. Here, we will consider the

influence of parameter weights in ViT as a key factor. Overall, our work provides

a novel and unified relational graph representation of different ViT architectures for

systematic understanding and assessment of model representation performance.

Specifically, inspired by PoolFormer and MLP-Mixer [273, 272], we divided

the relational graph in ViT models into aggregation graph and affine graph, where

the aggregation graph describes the spatial patch information interaction, while the

affine graph reflects the information communication between channels. For example,

in ViT transformer, we considered the self-attention as an aggregation network and

the feedforward network (FFN) as an affine network. In this work, we explored five

types of widely known ViT models, including ViT [5], DeiT[277], Swin [275], Mixer

[272] and PoolFormer [273] as examples.

In order to systematically explore the advantages of ViT models, we investi-

gated the relationships between two sets of key factors. (1) ViT’s relational graph

structure vs its predictive performance. To relate to the model parameters rather than

only model’s graph structure, especially when pre-training/fine-tuning has become a
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popular methodology for various vision tasks, more attention was paid to the feature

extraction ability of the ViT model’s backbone. We evaluated the classification per-

formances of these different models with fixed backbones and graph structures. (2)

ViT’s relational graph structure vs those of BNNs. The convolutional and pooling

layers in CNNs were directly inspired by the classic notions of simple cells and com-

plex cells in visual neuroscience [33, 278]. Here, we explored the similarities of spatial

information communication patterns represented by the proposed relational graphs

in ViT models and those in real BNNs represented by brain graphs derived from

neuroscience data. Finally, based on our constructed aggregation graph, we propose

a relational graph loss for further training and improving the model performance.

7.2 Relational Graph in Vision Transformers

7.2.1 Structure of Vision Transformer Models

As shown in Fig. 7.1(c), there are three core parts in vision transformers: Patch

Embedding Fig. 7.1(a), Token Mixe Fig. 7.1(b) and Channels MLP Fig. 7.1(d). The

Patch Embedding layer projects the input images into non-overlapping image tokens

as word tokens in NLP. The Token Mixer allows information communication between

different spatial locations (images tokens) while the Channels MLP allows information

communication between different channels. Therefore, the overall structure of vision

transformers is represented as:

X = PatchEmbed(Image) (7.1)

Y = TokenMixer(Norm(X)) + X (7.2)

Z = ChannelsMLP (Norm(Y )) + Y (7.3)

where Norm is the normalization function. Note that there are also some other model

designs such as the learnable absolute position embedding and class token in ViT,
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the relative position bias in Swin, the distillation token in DeiT, etc. Here, we only

discuss the backbone of the model to simplify the issue.
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Figure 7.1. The aggregation and affine graph in different ViT models. (a) The patch
embedding in vision transformer models. (b) The aggregation graph and (d) the affine
graph in vision transformer models. (c) the structure of transformer vision models.

7.2.2 Aggregation and Affine Graphs

Inspired by the PoolFormer model [273], the two core message exchange func-

tions of vision transformer are Token Mixer and Channel MLP. The Token Mixer

aggregates information from tokens while the Channel MLP allows information com-

munication between different channels [272]. Therefore, we defined the relational

graph of vision transformer as two key sub-graphs: Token Mixer Graph and Channel
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Mixer Graph, and formally annotated them as Aggregation Graph and Affine Graph

according to their major roles.

Aggregation Graph By considering each token as a node in the graph, the

token mixer (e.g. self-attention) plays the same role as the aggregation function

in graph neural networks via updating their embedding features by aggregation of

the information from its neighborhoods. With this message-passing paradigm, the

ViT model can globally integrate information from different regions (tokens) in each

layer, whereas for CNN models, message passing is restricted to the kernel size. For

example, the propagation function between tokens of MLP-Mixer is written as:

x = x + (LN(xT )W )T (7.4)

where LN is the LayerNorm function and W is the set of learning parameters. If we

regard each token as a node in graph, this function is written as TokenMixer(x) =

W TxI. Therefore, the normalized adjacent matrix of aggregation graph of Mixer

is Softmax(W T/
√
dim). Note that we used the same normalization function as

[5, 274], which can also be written as Â = AD−1 where A = exp(W T/
√
dim) and

Dii =
∑

j Aij).

Affine Graph By considering each channel as a node in the graph, the channel

mixer allows the message passing along channels in the affine graph. Different from

the aggregation graph which conveys spatial information of tokens, the affine graph is

designed for the information communication between different channels. The channel

mixer always contains two full-connection layers and a nonlinear activation function

as:

x = x + δ(LN(x)W1)W2(7.5)

where δ is the nonlinear activation function such as GELU and ReLU. Therefore, the

adjacent matrix of affine graph is written as Softmax(W1W2/
√
dim). We add the
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Softmax function to norm the matrix and make the connection matrix non-negative,

in alignment with the aggregation graph.

7.2.3 Construction of Aggregation Relational Graph in Vision Transformers

Since the key difference among different ViT models is the different design of

Token Mixer, i.e., aggregation graph, we therefore mainly focused on a unified aggre-

gation relational graph representation of different ViT models, instead of an affine one

in this study. Specifically, we selected ViT[5], DeiT[277], Swin[275], Mixer[272] and

PoolFormer[273] as five representative examples among all ViT models as introduced

in Related Work ?? due to the space limit.

ViT/DeiT The ViT [5] and DeiT [277] models both follow a pure transformer

[274] design while more training schemes are adopted in DeiT. Both ViT and DeiT

adopt the multi-head self-attention (MHSA) as the Token Mixer, which can be de-

scribed as:

Softmax(xWqW
T
k x

T/
√
dim)xWv(7.6)

In addition, they keep the position information with learnable absolute position em-

bedding x = x + P where P is the position embedding. For the sake of analysis,

we assumed that different tokens are independent of each other, and the information

communication between tokens is carried out through position embedding. Therefore,

the adjacent matrix of aggregation graph is written as:

Â = Softmax(PWqW
T
k P

T/
√
dim)(7.7)

It is worth noting that we did not use the information of the Wv matrix due to its

role as a feature projection rather than an exchange of spatial information between

tokens.

187



Swin Compared with ViT, Swin [275] proposes the windows attention and

shifted windows attention in order to introduce inductive bias into vision transformer.

Additionally, relative position bias rather than absolute position embedding is applied

in Swin. The Token Mixer in windows of Swin is:

Softmax(xWqW
T
k x

T/
√
dim + B + Mask)xWv(7.8)

where B is the relative position bias and Mask is designed for shifted attention

operation, which is window-specific. Therefore, the aggregation graph in each window

is:

Â = Softmax(I/
√
dim + B + Mask)(7.9)

where I is the unit matrix.

Mixer The MLP-Mixer is an MLP only vision model [272, 276], primarily

composed of token-mixing MLP and channel-mixing MLP. The token-mixing MLP

acts on the transpose matrix of the image token, thus aggregating spatial information

between different tokens while the channel-mixing MLP is the same as the FFN in

transformer. Note that there is no position embedding in Mixer as the token-mixing

MLPs are sensitive to the order of the input tokens. Based on the token mixer defined

in (7.4), the aggregation graph is written as:

Â = Softmax(W/
√
dim)(7.10)

where W is the set of learning parameters of MixingToken in (7.4).

PoolFormer Based on the MLP-Mixer, Yu et al. [273] proposed a PoolFormer

which uses pooling functions to perform information communication between tokens

and greatly reduces the computational effort and parameters of the model. Therefore,

the aggregation graph of PoolFormer is:

ai,j = 1/K2, j ∈ Ner(i)(7.11)
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where K is the kernel size and Ner(∗) is the neighborhood set.

7.2.4 Aggregation Graph between Layers

The considerable difference in depth and width of different ViT models makes

it challenging to adopt a unified framework for model assessment. You [12] assumed

multiple features as one node in order and layers as rounds, thus making different

models comparable. Inspired by this study, we fixed the aggregation graph size as

14 × 14(+1) nodes and also regarded the layers as rounds. Therefore, for the high

resolution aggregation graph, we down-sampled it by:

Downsample(Âxy) = 1/K ∗
Ner(x)∑

i

Ner(y)∑
j

Âij(7.12)

where K is the down-sampling rate and Ner(∗) is the neighborhood set in the high

resolution image. For the low resolution aggregation graph, we up-sampled it by:

Upsample(Âxy) = 1/KÂij, i = x//K, j = y//K(7.13)

where i, j is the index of the raw resolution image and x, y is the index of downsampled

or upsampled image. The final aggregation graph of a model is:

FinalÂ =

Layers∏
Sampled(Â)(7.14)

Note that we normalized (Softmax(FinalÂ)) matrix for ease of analysis.

7.3 Experiments

Following the suggestion in [12], we adopted two graph measures, the average

path length and clustering coefficient that characterize the integration and segrega-

tion of a network respectively, to systematically explore (1) the relationship between

these graph measures and downstream task performances of ViT models, (2) the ef-
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Figure 7.2. Relationship between two aggregation graph measures and classification
performance of 21 ViT models on four datasets, Larger spot size represents larger
model parameters..

fectiveness of these graph measures as ViT model training indicators from scratch,

and (3) the topological similarity between ViT models and real BNNs.

7.3.1 Downstream Task of Pretrained ViT Models

We used image classification as the downstream task and evaluated the perfor-

mance of the model’s backbone on four different and widely-known datasets: ImageNet-

1k [279] including 1000 categories of images with more than 1.28 million of images,

CIFAR10 [280] including 50K training images and 10K validation images, Animal10

[281] including 50k training images and 5k validation images, and Flower17 [282]

including 80 images (60 for training, 10 for testing and 10 for validation) for each

category.

Models We adopted 21 publicly available pretrained models of the five ViTs

(ViT, DeiT, Swin, Mixer, and PoolFormer) provided in [283], including vit-tiny-

patch16-224[5], vit-tiny-patch16-224-in21k[5], vit-small-patch16-224[5], vit-small-patch16-
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224-in21k[5], vit-base-patch16-224[5], vit-base-patch16-224-in21k[5], swin-tiny-path4-

window7-224[275], swin-small-path4-window7-224[275], swin-base-path4-window7-224[275],

deit-tiny-patch16-224[277], deit-small-patch16-224[277], resmlp-12-224[276], resmlp-

12-distilled-224[276], resmlp-24-224[276], resmlp-24-distilled-224[276], resmlp-36-224[276],

poolformer-s12[273], poolformer-s24[273], poolformer-s36[273], poolformer-m36[273],

poolformer-m48[273]. The pretrained vision models were all downloaded from timm

1.

Settings We followed the same setting of [284] for better model training2.

An SGD optimizer with a weight decay of 0.0001 was applied. We employed an

OneCycleLR [285] learning rate scheduler and the initial(max) learning rate was

0.0005(0.001) with cosine annealing. The percentage of the cycle spent increasing

the learning rate was set to 0.1. The label smoothing of CrossEntropy Loss was set

to 0.2 and batch size was 128/256. The data augmentations included Cutout [286]

and RandAugment [287]. All images were resized to 224× 224 in consistent with the

pretrained model. All models were with pretrained parameter weights and only the

parameters of classification header would change while the backbone was fixed. For

the ImageNet-1k dataset, no parameter was learned and we just tested on the vali-

dation dataset as they have been pre-trained on the ImageNet-1k. Three ViTs which

are pre-trained on the different ImageNet-21k were discarded to keep the consistency

of pre-trained model.

7.3.2 ViT Model Training from Scratch

To explore the dynamic changing characteristics of the two graph measures

during model training and their effectiveness as ViT model training indicators, we

1https://github.com/rwightman/pytorch-image-models
2https://github.com/Alibaba-MIIL/ImageNet21K
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Figure 7.3. Dynamic change of the two graph measures during ViT-Ti model training
from scratch on ImageNet-1k dataset..

Figure 7.4. Similarity of relational graphs between vision models and BNNs. L: the
average path length, C: the clustering coefficient..
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trained the ViT-Ti [5] from scratch on ImageNet-1k [288] using the same setting as in

7.3.1 and recorded the accuracy and graph measures for each epoch. We used Adam

optimizer with batch size of 800 for better performance.

7.3.3 Graph Similarities between ViTs and BNNs

A variety of real BNNs were compared to the ViT relational graphs, including

the synaptic connectomes of the anterior (Wrom 279) and posterior (Worm 269) ner-

vous system of the C. elegans; the synaptic connectomes for the pharyngeal nervous

systems of two nematodes with divergent feeding behavior (Worm 54 and Worm 50);

the neuronal connectomes of the rat brain revealed by neuronal pathway tracers

(Rat 493, Rat 503a and Rat 503b); the macroscopic brain network of cat as recon-

structed from tract tracing data (Cat 65); the structural connectome of a macaque

monkey derived from a collation of tract tracing studies (Macaque 242); the interareal

connectivities of macaque monkeys (Macaque V91, Macaque CC91 and Macaque 93)

revealed by retrograde tracers. We adopted the publicly available BNNs data with

approval, and a detailed description of those BNNs is referred to 3. The Euclidean

distance between the graph measures of BNNs and ViTs was calculated as the topo-

logical similarity between BNNs and ViTs.

7.4 Result

7.4.1 Relationship between Aggregation Graph Measures and Classification Perfor-

mances

There was a smooth U-shape correlation between the model classification per-

formance and each of the two graph measures in the first three datasets using a

second-degree polynomial regression as illustrated in Fig. 7.2(a,b,c,e,f,g). Sim-

3https://neurodata.io/project/connectomes/
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ilarly in [12], we successfully identified stable sweet spots C ∈ [0.809, 0.842] and

L ∈ [1.256, 1.439] across the three different datasets as highlighted as red dashed

lines in Fig. 7.2(a,b,c,e,f,g) corresponding to the best classification performance.

As illustrated in Fig. 7.2(d,h), the relationship between the graph measure and

classification performance in the fourth dataset (Flower17) exhibited a significant

linear correlation instead of a U-shape one. The interpretation was that the Flower17

dataset has only 60 images per category similar to few-shot learning task. Therefore,

these two graph measures of the proposed relational graph not only helped us identify

the sweet spot with large sample data, but also reflected the adaptive learning ability

of the model with few sample data. In summary, our results illustrated that the two

graph measures can be used as effective indicators of model classification performance.

7.4.2 Dynamic Changing Characteristics of Graph Measures during Model Training

We averaged the graph measures of each layer as the representation of the final

graph. A threshold of 1/192 (embedding dim/node numbers) for the affine graph

and 1/197 (token numbers) for the aggregation graph was selected to illustrate the

dynamic change of graph structure during model training. Note that we concatenated

all aggregation graphs along the diagonal rather than through rounds in order to

better highlight the changing trend of the model. We reported the top-1 accuracy on

validation dataset and two graph measures in Fig. 7.3. Interestingly, except for the

initial 25 epochs, there was considerable consistency between the graph measure and

the accuracy of the model, indicating that the two graph measures may also serve as

a more general and effective indicator of model training.
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7.4.3 Graph Measure Similarity between ViTs and BNNs

The graph measure similarity between ViT models and BNNs is shown in Fig.

7.4. Note that the relational graphs of MLP and CNN based models are from [12].

We see that the graph measures of ViTs were close to the rat, cat and macaque’s

brain neural networks, while those of the MLP and CNN based models are similar to

worms. This inspiring result might suggest the superiority of ViT over MLP/CNN in

terms of information communication and exchange efficiency, given that mammalian

brains such as the rat, cat and macaque are considered to be much more advanced

and optimized than the worm’s neural networks.

7.4.4 Aggregation Graph on Model Design

The result of different models with different aggregation graphs on image clas-

sification demonstrates that the closer the model is to the sweet spot, the higher

performance of the model. Therefore, it inspires us to optimize the model design for

a better performance via guiding the target model and the reference model to have

a similar aggregation relational graph. To achieve a closeness between the relational

graphs of the target model and the reference model, we define the similarity loss of

the relational graph as:

L(θt,θr) =

Layer∑
|At − Ar|(7.15)

where θt, θr are the parameters of the target model and reference model, At, Ar are

the aggregation graph defined in Section 7.2.3. Therefore, the training of the target

model could be written as Algorithm 1. Note that we do not use any additional

image data for training, which results in a short training time (several minutes in this

study).
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Figure 7.5. The accuracy and graph loss value during training when the ImageNet-1k
pretrained ViT-T was as target model and the ImageNet-21k pretrained ViT-B was
as reference model..

Algorithm 1 Algorithm of training with relational graph loss

Require: Reference model with parameters θr and Target model with θt.

1: Initialize learning rate η;

2: while Training do

3: Loss← L(θt, θr) in (7.15)

4: θt ← θt − η∇L(θt)

5: end while

We evaluated the algorithm on ViTs and reported the top 1 accuracy on

ImageNet-1k validation dataset. Fig. 7.5 shows the accuracy and loss value of ViT-T

model when training with ViT-B as the reference model. During the model train-

ing, the accuracy of the model improved from an initial 66.43% to a maximum of

66.51% and finally decreased to 66.37%. The results showed that the aggregation

graph and the model accuracy were closely related, and higher similarity with better

model would improve the accuracy of the model. However, as the model was further
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trained, the model accuracy began to decrease, which might be attributed to the lack

of classification loss constraints on the model parameters. An effective suggestion is

to stop training once the graph loss is partially reduced, e.g. 5%.

To verify the applicability of graph loss, we used the ImageNet-1k pre-trained

models as the target models and the ImageNet-21k and ImageNet-1k pre-trained

models as the reference models, respectively. The results in Fig. 7.6 illustrate that

when using a superior model as the reference model, the accuracy of the model will

be improved after a short period of training. Conversely, when using a less superior

model as the reference model, the accuracy of the model will be reduced, which proves

the effectiveness of our method, especially since the model does not use any image

data.

Figure 7.6. The accuracy changed on ImageNet-1k after ViT models trained with
graph loss. (left) The reference model also pretrained on ImageNet-1k. (right) The
reference model pretrained on ImageNet-21k..
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7.5 Discussion

7.5.1 Fine-tune Partial vs. Full Model

The construction of the proposed relational graph was affected by ViT model

parameters. To keep consistent with the graph structure, we froze the parameters of

ViT model’s backbone and only updated the classification header. To justify weather

fixed backbone would affect the assessment of model performance, we provided the

predictive performance on Flower17 dataset with/without freezing the backbone pa-

rameters in Fig. 7.7. We observed that the performance with/without freezing has

a high linear correlation, indicating that it is reasonable to assess the model perfor-

mance by graph measures with fixed backbone.

Figure 7.7. The prediction accuracy on Flower17 with fine-tuning partial and full
models.

7.5.2 Graph Structures with Different Sampling Efficiencies

Section 7.4.2 demonstrated that the graph measures changed during model

training with the same training setting. We further reported the graph measure

changes of ViT with different training strategies such as training with more datasets
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Figure 7.8. The graph measures of different training methods in the same model.

Figure 7.9. The aggregation graphs between layers in different ViT models. (a) The
clustering coefficients of Mixer, MetaFormer, ViT and Swin. (b) The visualization of
aggregation graphs in ViT-B..
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or with distillation learning in Figure 6. Compared with DeiT with more training

schemes [277], the graph measures of models pretrained with more data (ImageNet-

21k pretrained) had higher similarity with the ImageNet-1k pretrained models. More

interestingly, these graph measure changes also corresponded to the model general-

izability, which decreased as the average path length increased and the clustering

coefficient decreased. These findings were consistent with those in Fig. 7.2 and fur-

ther indicated that the graph measures could reflect not only the model classification

performance, but also the model sampling efficiency.

7.5.3 Aggregation Graphs between Layers

In addition to the overall aggregation graph of different ViT models, we also

investigated the aggregation graphs of different layers of the model. As shown in Fig.

7.9, the clustering coefficient tends to increase with the number of layers (Fig. 7.9(a)),

which was further demonstrated by a visible example (ViT-B) in Fig. 7.9(b). The

clustering coefficients reflected the degree of aggregation of the network that low-level

features continuously aggregated into high-level features as the model layers became

deeper. Our findings are consistent with previous studies [289] from a graph measure

perspective.

7.5.4 Impact on Model Design and Optimization of ANNs

The proposed relational graph provides a unified paradigm to represent various

ViT models, thus enabling effective comparisons among different ANNs and their as-

sociations with BNNs. Given that the brains are already highly optimized BNNs and

these structural and functional BNNs possess a variety of interesting and nice graph

properties, such as the aforementioned sweet spots, we premise that BNNs’ graph

characteristics could provide potential guidance for the design and optimization of
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ANNs, e.g., through the structural characteristics of the brain and neural architec-

ture search (NAS), and could offer benchmarks for evaluating those optimized ANNs.

Also, additional graph models, abstractions, and common frameworks could be ex-

plored and summarized from BNNs and then used to inform and guide the design

and optimization of next-generation ANNs and their wide applications in the future.

7.5.5 Limitation

7.5.5.1 Limitation on Image Content

The spatial information exchange in ViT is often associated with the content of

images. However, it is difficult to integrate specific data information into the graph

construction of networks. Here, we made an assumption that the patches of images

are independent of each other and the spatial relationship is retained only through

positional information. However, some models such as Mixer [272] and ResMLP [276]

did not use position embedding and might be sensitive to the order of the input tokens

[272]. Therefore, integrating image content into the model structure deserves future

exploration.

7.5.5.2 Affine Graph in Transformers

In this paper, we mainly consider the differences of different models Aggregation

Graph without focusing on Affine Graph. One of the main reasons is that almost all

vision transformers use the same Channels MLP (e.g. two fully connected linear with

GeLU) for the communication between channels. Another reason is that there is no

suitable solution to the problem of different width dimensions. Unlike visual images

which are strongly local, thus allowing us to do sampling operations on images, the

interaction between features is often global and it is difficult to unify the size. In the
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future, there is still a requirement to explore more effective ways to combine these

two kinds of graphs.

7.6 Conclusion

In this paper, we proposed a novel unified and biologically-plausible relational

graph representation of vision transformers. By decomposing the information transfer

graph of the network into the aggregation and affine graphs, our method can be

applied to almost all representative visual models. By exploring the differences in

graph measures of aggregation graphs in different ViTs, we found that the model

performance is closely related to the graph measures, especially when the sample

size is small. We also found that the proposed relational graph representation of

ViTs has high similarity with real BNNs derived from brain science data. Finally,

we also proposed a graph loss to further improve the model performance. Overall,

we provided an interpretable and effective way for analyzing ViT models and linking

models’ relational graphs with BNNs, and offered novel insights on the design of

ANNs.
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CHAPTER 8

CORE-PERIPHERY PRINCIPLE GUIDED REDESIGN OF SELF-ATTENTION

IN TRANSFORMERS

The research work introduced in Chapter 7, by post-hoc analysis, have found

that the best-performing ANNs surprisingly resemble biological neural networks (BNNs),

which indicates that ANNs and BNNs may share some common principles to achieve

optimal performance in either machine learning or cognitive/behavior tasks. Inspired

by this phenomenon, rather than relying on post-hoc schemes, we proactively instill

organizational principles of BNNs to guide the redesign of ANNs. We leverage the

Core-Periphery (CP) organization, which is widely found in human brain networks,

to guide the information communication mechanism in the self-attention of vision

transformer (ViT) and name this novel framework as CP-ViT. In CP-ViT, the at-

tention operation between nodes (image patches) is defined by a sparse graph with a

Core-Periphery structure (CP graph), where the core nodes are redesigned and reor-

ganized to play an integrative role and serve as a center for other periphery nodes to

exchange information. In addition, a novel patch redistribution strategy enables the

core nodes to screen out task-irrelevant patches, allowing them to focus on patches

that are most relevant to the task.

8.1 Introduction

Aided by the rapid advancement in hardware and massively available data,

deep learning models have witnessed an explosion of various artificial neural net-

works (ANN) architectures[90, 290, 274], and made breakthroughs in many applica-
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tion fields due to their powerful automatic feature extraction capabilities. It is widely

expected the architectures of ANN, as the core of current AI techniques, to be more

efficient, reliable, explainable, and transformable, to adapt to various and complex

problems in real applications. Essentially, various ANN architectures, represented via

different neuron wiring patterns, correspond to different information exchange mech-

anisms, and therefore, have an inevitable effect on the latent feature representation

and the downstream task performance. For example, multilayer perceptron (MLP)

directly stacks multiple layers of neurons with paired-wise full connections between

adjacent layers, whereas convolutional neural networks (CNN) focus on learning ef-

fective convolutional kernels that indicate specific wiring patterns among the neurons

within the receptive field. Similarly, recurrent neural networks (RNN) adopt cyclic

connections between nodes, allowing output to affect subsequent input to the same

nodes[291]. This special neuron wiring pattern of building cycles between nodes also

enables RNNs to model and infer temporal dynamic relationships[292] contained in

sequential data. More recently, transformer has become another mainstream ANN

architecture due to its outstanding self-attention mechanism that allows effective and

efficient message exchanges among neurons, and produced promising results in the

natural language processing[274, 179] and computer vision domains[5, 275]. In partic-

ular, many advancements in transformer architecture design, e.g., vision transformer

(ViT)[5], have centered around more effective message exchange mechanisms among

spatial tokens by designing different Token Mixers. For instance, the shifted win-

dow attention in Swin[275], the token-mixing MLP in Mixer[272], and the pooling in

MetaFormer[293], among others, were all designed to improve the self-attention upon

the original vanilla ViT[5], and thus enable more effective and efficient message ex-

changes among spatial patches/tokens. However, despite tremendous advancements

in ANN architecture design in MLPs, CNNs, RNNs, and transformers, particularly for
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better message exchange mechanisms, there has been a fundamental lack of general

principles that can inform and guide such ANN architecture design and redesign.

To seek such guiding principles for ANN architecture design, more and more re-

search studies started exploring the “structural signatures” of well-performing ANNs.

Hence, the deep learning community has witnessed a paradigm shift from optimal

feature design to optimal ANN architecture design. In general, the major strategies

for optimal ANN architecture design can be categorized into two basic streams based

on how to search in the neural architecture space. The first strategy is to design neu-

ral architectures that achieve the best possible performance using given computing

resources in an automated way with minimal human intervention. Neural architec-

ture search (NAS)[294, 295, 296] is a major methodology in this category. NAS has

a relatively low demand for the researchers’ prior knowledge and experience, making

it easier to perform modifications to the neural architecture though it usually comes

with a high computational cost. The second category of the strategy is to take the ad-

vantage of prior knowledge from specific domains, such as brain science, to guide ANN

architecture design. For example, the authors in [297] designed a two-stream model

for grounding language learning in vision based on the brain science principle that

humans learn language by grounding concepts in perception and action, and encod-

ing “grounded semantics” for cognition. It is worth noting that the above-mentioned

two strategies should be viewed as complementary to each other rather than being

in conflict, and their combination provides the researchers with an opportunity to

explore and design well-performing neural architectures under different principles.

For instance, recent studies, via qualitatively post-hoc analysis, have found that the

best-performing ANNs surprisingly resemble biological neural networks (BNN)[12],

which indicates that ANNs and BNNs may share some common principles to achieve

optimal performance in either machine learning or cognition/behavior tasks.
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Figure 8.1. The Core-Periphery principle in brain networks inspires the design of
ANNs. The Core-Periphery structure broadly exists in brain networks, with a dense
“core” of nodes (pink) densely interconnected with each other and a sparse “periph-
ery” of nodes (blue) sparsely connected to the core and among each other. Inspired
by this principle of BNN, we aim to instill the Core-Periphery structure into the
self-attention mechanism and propose a new CP-ViT model.

Inspired by the above-mentioned prior outstanding studies, in this work, we

aim to proactively instill the Core-Periphery (CP) organization to guide the redesign

of ANNs by using ViT as a working example. It has been widely confirmed that the

Core-Periphery organization universally exists in the functional networks of human

brains and other mammals, effectively promoting the efficiency of information trans-

mission and communication for integrative processing[298, 299]. The concept of the

Core-Periphery brain network is illustrated in Fig. 8.1. By using the Core-Periphery

property as a guiding principle, we infused its effective and efficient information com-

munication mechanism into the redesign of ViT. To this end, we quantified the Core-

Periphery property of the human brain network, infused the Core-Periphery property

into ViT, and proposed a novel CP-ViT architecture. Specifically, we update the com-

plete graph of dense connections in the original vanilla ViT[5] with a sparse graph

with Core-Periphery property (CP graph), where the core nodes are redesigned and

reorganized to play an integrative role and serve as a center for other periphery nodes

to exchange information. Moreover, in our design, a novel learning mechanism is

used to endow the core nodes with the power to capture the task-related meaningful

and important image patches. We evaluated the proposed CP-ViT on multiple public
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datasets, including a medical image dataset (INbreast) and natural image datasets

(CIFAR-10, CIFAR-100, TinyImageNet). The results indicate that the optimized

CP-ViT in sweet spots[12] outperforms other ViTs. We summarize our contributions

in three aspects: 1) This work provides novel insights for brain-inspired AI: we can

utilize the principles found in BNNs to guide and improve our ANN architecture de-

sign; 2) We show that there exist sweet spots of CP graphs that lead to CP-ViTs with

significantly improved performance and 3) The core nodes in CP-ViT correspond to

task-related meaningful and important image patches, which can significantly enhance

the interpretability of the trained deep model.

8.2 Methods

8.2.1 Related Work

Core-periphery Structure The Core-Periphery structure is a fundamental

network signature that is composed of two qualitatively distinct components: a

dense “core” of nodes strongly interconnected with one another, allowing for inte-

grative information processing to facilitate the rapid transmission of the message,

and a sparse “periphery” of nodes sparsely connected to the core and among each

other[300]. The Core-Periphery pattern has helped explain a broad range of phe-

nomena in network-related domains, including online amplification[301], cognitive

learning processes[298], technological infrastructure organization[302, 303], and crit-

ical disease-spreading conduits[304]. All these phenomena suggest that the Core-

Periphery pattern may play a critical role to ensure the effectiveness and efficiency

of information exchange within the network. In the literature, there are two widely-

used approaches for generating graphs with Core-Periphery property (CP graphs):

the classic two-block model of Borgatti and Everett (BE algorithm)[305] and the k-
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cores decomposition[300]. The former approach partitions a network into a binary

hub-and-spoke layout, while the latter one divides it into a layered hierarchy. In this

work, for simplicity, we adopted a two-block model to generate a CP graph which is

used to guide the self-attention operations between patches (tokens) in ViT. In this

way, the Core-Periphery property is infused into the ViT model.

Methods for Designing More Efficient ViT Architecture ViT and its

variants have achieved promising performances in various computer vision tasks, but

their gigantic parameter counts, heavy run-time memory usage, and high computa-

tional cost become a major burden for the applications. Therefore, there is an urgent

need to develop lightweight vision transformers with comparable performance and

efficiency. For this purpose, several studies aimed to use network pruning, sparse

training, and supernet-based NAS to slim vanilla ViT. From token level, Tang et

al.[306] designed a patch slimming method to discard useless tokens. Evo-ViT[307] up-

dated the selected informative and uninformative tokens with different computation

paths. VTP[308] reduced embedding dimensionality by introducing control coeffi-

cients. From model architecture level, UP-ViTs[309] pruned the channels in ViTs

in a unified manner, including residual connections in all the blocks, multi-head self-

attention (MHSA)[274], feedforward neural layers (FFNs), normalization layers, and

convolution layers in ViT variants. SViTE[310] dynamically extracted and trained

sparse subnetworks instead of training the entire model. To further co-explore data

and architecture sparsity, a learnable token selector was used to determine the most

vital image patch embeddings in the current input sample. AutoFormer[311] and

ViTAS[312] leveraged supernet-based NAS to optimize the ViT architecture. Despite

the remarkable improvements achieved by the above methods, both token-sampling

and data-driven strategies may highly depend on the data and tasks performed, im-

peding the vision transformers’ generalization capability. A more universal principle

208



(e.g., derived from BNNs) that can guide a more efficient design of ANN’s architec-

ture is much desired. In this work, we will leverage a widely existing Core-Periphery

property in BNN to develop a more efficient CP-ViT.

8.2.2 Core-Periphery Principle Guided Transformer

The Core-Periphery principle can be applied to ViT and its variants via a unified

framework that is illustrated in Fig. 8.2. The framework includes two main parts:

Core-Periphery graph generation and Core-Periphery graph guided re-design of the

self-attention mechanism.
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Figure 8.2. Core-Periphery Principle Guided Re-design of Self-Attention. The pro-
posed Core-Periphery guided re-design framework for ViTs consists of two major com-
ponents: the Core-Periphery graph generator and the re-design of the self-attention
mechanism. The basic idea is that we mapped the ViT structure to graphs and
proposed a new graph representation paradigm to represent the self-attention mecha-
nism. Under this paradigm, the design of the self-attention mechanism can be turned
into a task of designing desirable graphs. (a) The CP graph generator was proposed
to generate graphs with Core-Periphery property in a wide range of search spaces.
(b) The self-attention of the nodes is controlled by the generated CP graph and the
patches are re-distributed to different nodes by a novel patch distribution method. (c)
The new self-attention mechanism will upgrade the regular self-attention in vanilla
ViT. The new ViT architecture is thus named as CP-ViT.
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8.2.2.1 Core-Periphery Graph Generation

The self-attention of our proposed CP-ViT is controlled by Core-Periphery

graphs (CP graphs). We proposed a CP graph generator to generate a wide spec-

trum of CP graphs in the graph space defined by the number of total nodes and

the core nodes. Although several graph generators have been proposed in previous

works, they were not designed for generating CP graphs. For example, Erdos-Renyi

(ER) generator samples graphs with given node and edge numbers uniformly and

randomly[313]; Watts-Strogatz (WS) generator generates graphs with small-world

properties[314], and the complete graphs generator generates graphs where nodes are

pair-wise densely connected with each other[315].

To generate graphs with CP property, we proposed a novel CP graph generator

that is parameterized by a total node number n, a core node number m, and three

wiring thresholds pcc, pcp, ppp which are the wiring probabilities between the core-core

nodes, core-periphery nodes, and periphery-periphery nodes, respectively. Based on

these measures, the CP graph generation process is as follows: we first defined the

core nodes number m and the periphery nodes number n−m; Then, for each of the

core-core node pairs, we used a random seed sampled from the continuous uniform

distribution in [0, 1] to generate a wiring probability prs. If the wiring probability is

greater than the threshold pcc, the two core nodes are connected. This wiring process

is formulated as:

A (i, j) =


1 if prs ≥ pcc

0 if prs < pcc

(8.1)

where A is the adjacency matrix of the generated graph, 1 means that there exists

an edge between the nodes i and j, 0 means there is no edge between the nodes. The

same procedure was applied to core-periphery and periphery-periphery node pairs
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with the corresponding thresholds pcp and ppp, respectively. In this way, by using

different combinations of n, m, and wiring thresholds, we can generate a large number

of candidate graphs in the graph space; finally, all the generated graphs were examined

by the CP detection algorithm (BE algorithm)[305] and the graphs with CP property

will be used in the further steps to guide the self-attention operation.

8.2.2.2 Core-Periphery Guided Self-Attention

To instill the CP principle into the self-attention mechanism in ViT, we re-

designed the self-attention operations according to the generated CP graphs: the

patches are replaced by the nodes, and the new self-attention relations are replaced

by the edges in the CP graph. Thus, the self-attention in the vanilla ViT can be

represented as a complete graph, and similarly, the CP principle can be effectively

and conveniently infused into the ViT architecture by upgrading the complete graph

with the generated CP graphs. CP graph can be represented as G = (V , E), with

nodes set V and edges set E . The redesign of self-attention is formulated as:

x
(r+1)
i = σ(r)({(

q
(r)
i (K

(r)
j )T

√
dk

)V
(r)
j , ∀j ∈ N(i)})(8.2)

where σ(·) is the activation function, which is usually the softmax function in ViTs,

q
(r)
i is the query of patches in the i-th node in G, N(i) = {i∥i ∨ (i, j) ∈ E} are the

neighborhood nodes of node i, dk is the dimension of queries and keys, and K
(r)
j and

V
(r)
j are the key and value of patches in node j.

In vanilla ViT, one input image is divided into 196 patches, and each patch

resolution is 16 by 16. In CP-ViT, each node corresponds to a single patch or multiple

patches. We proposed the following patch assignment pipeline to map the original

patches to the nodes: for a CP graph with n nodes, each node will be assigned to

either ⌊196/n⌋ + 1 or ⌊196/n⌋ patches. For example, if we use a CP graph with 5
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nodes, the 5 nodes will have 40, 39, 39, 39, and 39 patches, respectively; and if we use

a CP graph with 196 nodes, each node will correspond to a single patch. Note that the

patches are randomly assigned to the nodes at the beginning of the training process,

and then they will be re-distributed iteratively after each training epoch based on a

novel patch distribution method that will be elaborated in the next section. Based

on the above discussion, the CP graph-guided self-attention conducted at the node

level can be formulated as:

Attention(Q,K, V,Mcp) = softmax(
QKT ⊙Mcp√

dk
V )(8.3)

where the queries, keys, and values of all the patches are packed into the matrices Q,

K, and V , respectively. Mcp is the mask matrix derived from the adjacency matrix

A of the CP graph, and ⊙ is the dot product. The size of the mask matrix Mcp is

197×197 (196 patches plus 1 classification token), and it is a symmetric matrix. The

derivation process of Mcp is as follows: for a CP graph with 5 nodes, the 5 nodes have

40, 39, 39, 39, and 39 patches, respectively. If the element (1, 2) in the corresponding

adjacency A is 1, which means the node #1 is connecting to the node #2, and

as a result, the 40 patches corresponding to the node #1 are connecting to the 39

patches associated with the node #2. Therefore, the elements at (1 : 40, 40 : 79) and

(40 : 79, 1 : 40) in the mask matrix Mcp will be 1, where the (40 : 79, 1 : 40) means the

elements from the 40th row to 79th row, and from the 1st column to the 40th column.

The elements in the last row and column of Mcp are 1 because the classification token

is connected to all the nodes, including both core and periphery nodes. Similar to

the multi-head attention in transformers[274], our proposed CP multi-head attention

is formulated as:

MultiHead(Q,K, V,Mcp) = Concat(head1, ..., headh)W o

where headi = Attention(QWQ
i , KWK

i , V W V
i ,Mcp)

(8.4)
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where the parameter matrices WQ
i , WK

i , W V
i and WO are the projections. Multi-head

attention helps the model to jointly aggregate information from different representa-

tion subspaces at various positions. In this work, we apply the CP principle to each

representation subspace.

… … … … … … … … … …

… … … … … … … … … …

14

14

class token

… … … … … … … … … …

… … … … … … … … … …

1st Epoch 

2nd Epoch

Initial Patch Distribution

Patch Re-distribution

Normalized Gradient Bar

0.0

1.0

…

… … … … … … … …… … ……

… … … … … … … …… … ……

Last Epoch Patch Re-distribution

Figure 8.3. Illustration of Patch Redistribution Process. The pink nodes are the core
nodes, while the blue nodes are the periphery nodes. The initial patch distribution
at the first epoch is the same as the vanilla ViTs. After each iteration during the
training process, the gradients of patches discriminate from each other due to different
contributions to the classification. The red the image patches are, the high gradient
they are. Thus, the core patches that contribute most to the classification task are
re-distributed to core nodes.
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8.2.2.3 Patch Redistribution

The CP structure inclines to make the communication and message exchange at

core nodes more intensive while less frequent among periphery nodes. This is based

on the fact that the core nodes usually process the most important information in

many biological networks[298]. To this end, we need to evaluate the importance of

the patches and select the most important ones to assign to the core nodes, which

is defined as task-related activation feature mapping. For a specific task of CP-

ViT, in order to identify the important patches, we computed the gradients of the

output y (before the activation function) with respect to patch features (after patch

embedding) P k, i.e. ∂y
∂Pk . These gradients flowing back to the patch features are

global-average-pooling over the feature dimensions to obtain the patch importance

weights. The important weights are:

αk =
1

Z

Z∑
i=1

∂y

∂P k
i

(8.5)

where Z is the dimension of the patch embedding features. After we have the weights

of all the patches, the top K patches that have the highest weights are selected and re-

distributed to the core nodes. Note that the patch distribution process is not random

but distributed based on the nodes’ degree in a in a descending manner: the patches

with higher importance weights are distributed to the core nodes with a higher degree.

The corresponding patch redistribution process is illustrated in Fig. 8.3. As shown in

Fig. 8.3, the image patches were randomly distributed at the first epoch but as the

training process proceeded, patches with high gradients are identified as important

patches and gradually redistributed to the core nodes. After certain iteration epochs,

those patches that contribute the most to the classification result will be distributed

to the core nodes.
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8.3 Results

(b) Core-Periphery graphs
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Figure 8.4. (a) Two types of representative brain networks in motor and working
memory tasks. (b) Three examples of CP graphs. (c) Complete graph. The first
row in (a), (b), and (c) shows their wiring patterns, while the second row shows
their corresponding adjacency matrices. Black color in adjacency matrices means
connections between nodes, while white represents no edge. (d) Graph search space
defined by the total nodes number and the core nodes number. The complete graphs
are located at the diagonal highlighted by a red box and the CP graphs are located
at the remaining parts.

8.3.1 Exploring Core-Periphery Graphs

Core-Periphery property in brain networks. We quantitatively measured

the Core-Periphery property of brain networks. Working memory network (BN-WM)

and motor network (BN-M) are two typical functional networks that are widely ex-

isted in the human brain. In this work, we used task fMRI data of these two tasks in

the Human Connectome Project[316] to generate functional brain networks. Using

voxels as nodes and the correlations between fMRI signals associated with each voxel

as edges, we built two population-level functional networks and showed their connec-

tion patterns as well as the adjacency matrices in Fig. 8.4(a). To measure the Core-

Periphery property of the two functional brain networks, we adopted independent

probability[317] as the measurement. Independent probability is defined as the prob-
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ability that there is an edge between any pairs of nodes in a given matrix. Thus, the in-

dependent probabilities of the core-core connections, core-periphery connections, and

periphery-periphery connections can be represented as Icc, Icp and Ipp, respectively. If

the given matrix or graph is organized in a Core-Periphery manner[318][319], the cor-

responding independent probabilities will have the following relations: Icc > Icp > Ipp.

According to previous studies[320], the convex gyri and concave sulci areas, which

are two basic anatomical structures of the cerebral cortex, play different functional

roles: gyri are functional hubs for global information exchange while sulci are re-

sponsible for local information processing. Therefore, we divided the nodes (voxels)

into two categories, gyri-nodes (nodes in gyri regions) and sulci-nodes (nodes in sulci

regions), and examined if brain networks have CP structure: gyri-nodes act as core

nodes and sulci-nodes act as periphery nodes. The core-periphery measures of brain

networks are shown in the last two columns in Table 8.1. Rcc, Rpp and Rcp represent

the normalized independent probabilities of core-core, core-periphery, and periphery-

periphery connections. The independent probabilities and normalized independent

probabilities are formulated as:

Icc =
1Acc

∥Acc∥1
, Icp =

1Acp

∥Acp∥1
, Ipp =

1App

∥App∥1
,

Rcc = Icc/(Icc + Icp + Ipp),

Rcp = Icp/(Icc + Icp + Ipp),

Rpp = Ipp/(Icc + Icp + Ipp).

(8.6)

Core-Periphery structure in artificial neural networks. We introduced the

Core-Periphery organization into ANNs by CP graphs. There are two key factors

that can affect the CP graph generation process. The first is the number of nodes,

including the number of total nodes and the core nodes, which defines the search space.

In this work, we set the maximum number of total nodes as 196, i.e., the number of
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patches for the vision transformer, then the number of core nodes can be any number

between 0 and 196. Thus, the search space will include
∑196

i=1

∑0<j<=i
j (i+ j) = 19208

types of CP graphs, where i and j represent the number of total nodes and the core

nodes. The second is the wiring patterns of CP graphs: in this work, we used pcc, pcp,

and ppp to represent the wiring probabilities between core-core nodes, core-periphery

nodes, and periphery-periphery nodes, respectively. Fig. 8.4 (b) and (c) present

the wiring patterns and adjacency matrices of three examples of CP graphs and the

complete graph. As shown in Fig. 8.4(b) and (c), CP graphs are densely connected

for core nodes and sparsely connected for periphery nodes. The overall connection

patterns of CP graphs are more sparse than the complete graph. The search space

of CP graphs was shown in Fig. 8.4(d) where the complete graphs located at the

diagonal were highlighted by a red box and three types of CP graphs corresponding

to Fig. 8.4(b) were highlighted by pink circles. For each type of CP graph, we

generated 5 samples with different wiring patterns and obtained 19208 * 5 CP graphs

in total. Since the number of the generated CP graphs is huge (19208 * 5 in total),

we sampled 190 types of CP graphs out of the total 19208 and finally obtained 190*5

candidates. For example, for a CP graph with 50 nodes, the number of core nodes is

set to be [10, 20, 30, 40]. As a result, four different CP graphs, including [50, 10], [50,

20], [50, 30], and [50, 40], are obtained. For each of these four types of CP graphs,

we generate 5 samples for further experiments.

Similar to brain networks, we also used the normalized independent probability

to measure the Core-Periphery property for the generated CP graphs. We calculated

the normalized averaged independent probability over 190*5 CP graphs and showed

the results in the first column of Table 8.1. From the table we can see that Rcc > Rcp >

Rpp, which suggests that our generated CP graphs, as expected, display prominent

Core-Periphery properties, while the graphs generated by the classic graph generators,
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Table 8.1. Evaluation of the Core-Periphery property in CP graphs, graphs generated
by other graph generators, and brain networks

IP CP Graphs CE. Graphs WS Graphs ER Graphs BN-M BN-WM
Rcc .59± .06 .33± .00 .40± .27 .36± .23 .55± .11 .61± .09
Rcp .35± .13 .33± .00 .40± .28 .36± .24 .34± .07 .26± .10
Rpp .07± .06 .33± .00 .20± .28 .28± .22 .15± .05 .14± .06

such as (1) Complete graph (CE.) generator; (2) Watts-Strogatz (WS) generator; and

(3) Erdos-Renyi (ER) generator don’t have the Core-Periphery property.

Table 8.2. Summary of datasets

Dataset Training Validation Class Original Res. Resized Res.
INbreast 6000 100 3 1024 * 1024 * 3 224 * 224 * 3

CIFAR-10 50000 10000 10 32 * 32 * 3 224 * 224 * 3
CIFAR-100 50000 10000 100 32 * 32 * 3 224 * 224 * 3

TinyImageNet 100K 10000 200 64 * 64 * 3 224 * 224 * 3

8.3.2 Sweet Spots for CP-ViTs

In this section, we evaluated the performance of the proposed CP-ViT. The CP-

ViT was implemented based on the ViT-S/16 architecture[321] and evaluated on 4

different types of public datasets, the medical image dataset INbreast[322], the natu-

ral image dataset CIFAR-10[280], CIFAR-100[280] and TinyImageNet[323]. The sum-

mary of the datasets we used in this work is presented in Table 8.2. The parameters

of CP-ViT were initialized and fine-tuned from ViT-S/16 trained on ImageNet[290].

We trained the CP-ViT for 100 epochs with batch size 64 for INBreast and 256 for

CIFAR-10, CIFAR-100 and TinyImageNet, and used AdamW optimizer and cosine
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learning rate schedule[324] with an initial learning rate of 0.0001 and minimum of

1e−6. All the experiments were conducted using NVIDIA Tesla V100 GPU.

We explored the performance of different types of CP graphs in the search

space (Fig. 8.4(a)) in terms of top 1 accuracy and connection ratio. The connection

ratio (CR) quantitatively measures the computational costs of different self-attention

operations, which is defined by (8.7):

CR =
1Mcp

∥Mcp∥1
(8.7)

where 1Mcp represents the number of 1s in the mask matrix of cp graphs - Mcp which

is derived from the adjacency matrix of the CP graph, and ∥•∥1 is the number of

elements in the mask matrix. In general, CR represents the ratio of actual self-

attention operations to the potential maximum self-attention operations. Given a

graph, the potential maximum self-attention operation is fixed. Less actual self-

attention operation means less computational cost and hence it has a smaller CR

value.

For each specific combination of different numbers of nodes/core nodes in the

search space, we trained the CP-ViT with 5 different CP graph samples and reported

the average result in Fig. 8.5. The four results in Fig. 8.5(a-d) correspond to four

different datasets. For the results on each dataset, we display three subfigures: the top

1 accuracy (left), the accuracy degradation (middle), and the connection ratio (right).

We highlighted the sweet spots, which are corresponding to the CP graphs that lead to

improved performance[12], with red crosses in Fig. 8.5. In the top-1 accuracy of Fig.

8.5, deeper color means better performance. The accuracy degradation subfigures

show the accuracy variation compared to fully connected self-attention ViTs. Our

CP-ViTs gain a positive boost in sweep spots as it has higher accuracy than vanilla

ViTs. At the same time, our CP-ViTs maintain competitive top-1 accuracy in most

219



Connectivity Ratio 

(b) CP-ViT on CIFAR-10
Sweet Spots: (Nodes, Core Nodes)

(100, 90) (110, 100) 

(120, 90) (120, 110) 

(130, 110) (160, 150) 

(180, 150)  (190, 170)

Top-1 Accuracy (%) Accuracy Degradation (%)

(c) CP-ViT on CIFAR-100

Connectivity Ratio Top-1 Accuracy (%) Accuracy Degradation (%)

Sweet Spots: (Nodes, Core Nodes)

(110, 90) 

(110, 100)

(120, 100) 

(130, 120)  

(190, 180) 

Connectivity Ratio 

(a) CP-ViT on INbreast

Sweet Spots: (Nodes, Core Nodes)

(30, 10) (50, 10) (90, 20) 

(90, 70) (110, 100) (130, 80) 

(130, 100) (150, 120) 

(160, 140) (170, 150) 

(170, 130) 

(190, 180) 

Top-1 Accuracy (%) Accuracy Degradation (%)

(d) CP-ViT on TinyImageNet

Connectivity Ratio Top-1 Accuracy (%) Accuracy Degradation (%)

Sweet Spots: (Nodes, Core Nodes)

(120, 110) 

(130, 120) 

(160, 130) 

(160, 150)  

(180, 170) 

Figure 8.5. Performance of CP-ViT measured using INbreast, CIFAR-10, CIFAR-100
and TinyImageNet datasets. Sub-figures on the left column under each datasets show
the top 1 classification accuracy of the CP-ViTs and vanilla ViTs in the search space.
A deeper color means higher top 1 accuracy. Sweet spots are marked by red crosses,
in which CP-ViTs achieve better performance than vanilla ViT. Sub-figures on the
middle column are the accuracy degradation of the CP-ViTs compared to vanilla
ViTs. Sub-figures on the right column are the self-attention connection ratio of the
CP-ViTs and vanilla ViT. Lighter color means a lower connection ratio. Sweet spots
are marked by the blue crosses.
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Table 8.3. Comparison between the proposed CP-ViT in sweet spots with finetuned
vanilla ViT-S [5]. * means vanilla ViT-S finetuned by ourselves.

Dataset Model CP Graph CR (%) Rcc,Rcp,Rpp Top1 Acc.(%)
ViT-S(*) (N,N) 100.00 0.33, 0.33, 0.33 89.91
CP-ViT (30, 10) 32.36 0.58, 0.33, 0.09 90.58
CP-ViT (50, 10) 29.20 0.53, 0.34, 0.12 90.01
CP-ViT (90, 20) 43.82 0.52, 0.36, 0.12 90.58
CP-ViT (90, 70) 84.50 0.54, 0.40, 0.06 90.01
CP-ViT (100, 90) 92.80 0.49, 0.39, 0.11 90.69

INbreast CP-ViT (130, 80) 31.34 0.58, 0.34, 0.07 90.58
CP-ViT (130, 100) 82.94 0.57, 0.36, 0.07 90.69
CP-ViT (150, 120) 84.18 0.57, 0.41, 0.02 90.01
CP-ViT (160, 140) 87.77 0.55, 0.41, 0.03 90.58
CP-ViT (170, 130) 80.79 0.57, 0.41, 0.02 90.58
CP-ViT (170, 150) 87.65 0.56, 0.41, 0.03 90.12
CP-ViT (190, 180) 84.89 0.52, 0.42, 0.05 90.69
ViT-S(*) (N,N) 100.00 0.33, 0.33, 0.33 98.50
CP-ViT (100, 90) 92.80 0.49, 0.39, 0.11 98.91
CP-ViT (110, 100) 94.49 0.53, 0.42, 0.05 98.91
CP-ViT (120, 90) 89.73 0.51, 0.41, 0.08 98.91

CIFAR-10 CP-ViT (120, 110) 94.70 0.49, 0.38, 0.12 98.97
CP-ViT (130, 110) 87.32 0.56, 0.40, 0.03 98.97
CP-ViT (160, 150) 90.47 0.54, 0.39, 0.06 98.91
CP-ViT (180, 150) 91.79 0.50, 0.42, 0.07 98.91
CP-ViT (190, 170) 92.59 0.53, 0.43, 0.03 98.94
ViT-S(*) (N,N) 100.00 0.33, 0.33, 0.33 91.10
CP-ViT (110, 90) 88.96 0.59, 0.37, 0.04 91.32

CIFAR-100 CP-ViT (110, 100) 94.49 0.53, 0.42, 0.05 91.45
CP-ViT (120, 100) 92.40 0.50, 0.41, 0.09 91.15
CP-ViT (130, 120) 87.50 0.58, 0.32, 0.09 91.11
CP-ViT (190, 180) 94.89 0.52, 0.42, 0.05 91.12
ViT-S(*) (N,N) 100.00 0.33, 0.33, 0.33 87.36
CP-ViT (120, 110) 94.71 0.49, 0.39, 0.12 87.51

TinyImageNet CP-ViT (130, 120) 87.50 0.58, 0.33, 0.09 87.37
CP-ViT (160, 130) 90.02 0.54, 0.44, 0.02 87.40
CP-ViT (160, 150) 90.47 0.54, 0.40, 0.06 87.63
CP-ViT (180, 170) 95.84 0.50, 0.43, 0.07 87.84
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search space areas, as shown in the middle subfigures. The performance of CP-ViTs

varies in the search space. This result indicates that different self-attention (wiring)

patterns may have great influences on the performances of ViTs. Compared to vanilla

ViTs with a fully-connected self-attention pattern, the proposed CP-ViT provides the

potential for the model to only search for optimal self-attention patterns. The CRs

of all the ViTs including vanilla ViTs and CP-ViTs were shown on the right. The

CRs of the sweet spots were marked with a blue cross. Besides the improvement in

classification accuracy (0.78% for INbreast, 0.47% for CIFAR-10, 0.35% for CIFAR-

100, 0.48% for TinyImageNet), the proposed CP-ViT also leads to a great reduction

in connection ratio due to less self-attention operations (-70.80% connections for

INbreast, -12.68% connections for CIFAR-10, -12.50% connections for CIFAR-100,

-12.50% connections for TinyImageNet). The model setting, top 1 accuracy, and

CRs of different ViTs were reported in Table 8.3. For all the four datasets, our CP-

ViT not only shows improved classification performance but also reduces connection

ratio compared to vanilla ViTs. Interestingly, our results demonstrate that the “sweet

spots” are corresponding to the wiring patterns (graphs) with CP structures, instead

of fully connected self-attention.

We also compared the proposed CP-ViT with the state-of-the-art methods in

Table 8.4, including various convolutional networks and transformer architectures.

Note that we applied the core-periphery principle to guide the design on small ViT,

therefore, the counterparts we compared to in this work are also small-scale transform-

ers and their variants. “−−” means there is no available reports or not applicable. As

presented in the table, our method outperforms the CNNs, and a series of variants of

transformers on these datasets, suggesting the superiority of the proposed CP-ViTs

over the existing methods.
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Table 8.4. Comparisons with state-of-the-art transformers and other architectures.

Model CIFAR-10 CIFAR-100 TinyImageNet INbreast
ResNet-18[90] 95.55 76.64 67.33 84.34

ResNet-18+Gaze[325] −− −− −− 86.74
ViT-S-SAM[321] 98.20 87.60 87.50 90.20

ViT-S[321] 97.60 85.70 87.40 89.91
DeiT-S[326] 97.50 90.30 86.90 89.90

Mixer-S-SAM[321] 96.10 82.40 85.60 87.60
T2T-ViT-12[327] 98.53 89.63 86.20 88.40

AutoFormer-S[311] 98.50 90.60 87.60 90.10
CP-ViT-S(ours) 98.97 91.45 87.84 90.69

8.3.3 Visualization of Important Patches

Another advantage of CP-ViT is that it can potentially improve the inter-

pretability of the deep-learning models via semi-intervention when linking the ex-

plainable concepts contained in the data to the instilled CP structures (section 3.2.3).

In our CP-ViT the core nodes are expected to be associated with the important im-

age patches relating to the classification tasks. To evaluate this, we show the patches

that were redistributed to the core nodes when the model was well-trained in Fig. 8.6.

For INBreast, we randomly selected the images of three subjects in each class and

displayed the original images, the images overlaid with important patches, and the

images overlaid with the expert’s eye gazes in three columns. As shown in the Fig.

8.6, the patches of the core nodes are well co-localized with the locations that were

identified as diagnostic biomarkers of the disease in literature publications[328]. We

also show the medical physicians’ eye gaze maps on these images, given that the eye

gaze acquired by eye-tracking equipment is considered the ground truth for identify-

ing important areas in the image. The important patches identified by our CP-ViT
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highly overlap with the eye gaze maps, demonstrating the correspondence between

the core nodes and the task-related concepts, i.e., the

important image patches. For natural image datasets, we also visualized the patches

assigned to the core nodes under the black dotted line in Fig. 8.6. It is clear that the

objects in the patches of core nodes are semantically related to the class labels.

8.3.4 Fast Search for Sweet Spots

Our proposed CP-ViT aims to achieve better performance more efficiently, by

directly updating the initial dense wiring patterns with sparse CP graphs which are

widely existing in BNN. Previous studies suggest that in ANN there exist sweet spots

that correspond to some specific wiring patterns leading to significantly improved

performance[12]. Therefore, it is interesting to investigate the relationship between

sweet spots (the ANN structures with better performance) and the introduced CP

structure. We conducted intensive experiments to illustrate how the accuracy changes

under the CP measurements (in terms of normalized independent probability) and

the results are summarized in Fig. 8.7. We found the normalized independent proba-

bilities between core nodes - Rcc, core and periphery nodes - Rcp and periphery nodes

- Rpp fall in different range: [0.45, 0.70] for Rcc, [0.25, 0.45] for Rcp, and [0.00, 0.15]

for Rcc. Both Rcc and Rcp display obvious and consistent patterns in terms of the

relationship between ANN performance (accuracy) and CP properties: there exists

a certain range of CP structures with which the corresponding wiring patterns of

ANN can achieve better performance. For example, when the normalized indepen-

dent probabilities between core and periphery nodes (Rcp) fall within the range of

[0.36, 0.42], our CP-ViT inclines to have the best accuracy on all four datasets. On

the contrary, the normalized independent probabilities between periphery nodes (Rpp)

show relatively less influence on the overall performance. These results suggest that

224
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Figure 8.6. Visualization of important image patches that were distributed to the
core nodes. For the INbreast dataset (the first block), images of three randomly
selected subjects for each class were shown. For each subject, there are three images
displayed in three columns. The left column is the original image, the middle column
shows the important patches marked by red, and the right column is the eye gaze of
medical physicians on the image. For the natural image datasets (the second block,
CIFAR-10, CIFAR-100 and TinyImageNet), the important patches identified in eight
randomly selected classes were displayed. The left column is the original image, and
the right column shows the identified core patches marked in red.
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Figure 8.7. Visualization of Core-periphery measures versus the classification per-
formance. The regression results of the normalized independent probability versus
the classification accuracy for experiments on each dataset are presented in (a), (b),
(c), and (d). The core-periphery measures for brain networks of motor and working
memory are shown in (e) and (f).
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the wiring patterns between core nodes and periphery nodes have more influence on

the overall ANN performance than the wiring patterns between periphery nodes. For

comparison, we also calculated the range of group-wise normalized independent prob-

abilities in human functional brain networks when performing two different tasks -

motor and working memory tasks. The results are shown in Fig. 8.7 (e-f). Interest-

ingly, the distribution of Rcc, Rcp and Rcp shows obvious overlaps among different

functional brain networks though the major range of CP metrics is different from

ANN (our CP-ViT). In general, our CP-ViT can leverage the CP structure to learn

the optimal combinations of total nodes and core nodes, and to quickly find the sweet

spots in a more efficient way.

8.4 Conclusion

In this work, we proactively instilled an organizational principle of BNN, that

is, Core-Periphery property, to guide the design of ANN of ViT. For this, we provide

a unified framework to introduce the core-periphery principle to guide the design of

self-attention, the most prominent mechanism in transformers. Our extensive exper-

iments suggest that there exist sweet spots of CP graphs that lead to CP-ViTs with

significantly improved predictive performance. In general, our work advances the

state of the art in three ways: 1) this work provides novel insights for brain-inspired

AI by applying organizational principles of BNNs to ANN design; 2) the optimized

CP-ViT can significantly improve its predictive performance while have the poten-

tial to reduce the unnecessary computational cost; and 3) the core nodes in CP-ViT

are associated with task-related meaningful image patches, which can significantly

enhance the interpretability of the trained deep model.
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CHAPTER 9

DISCUSSION AND CONCLUSION

9.1 Conclusion

In general, this thesis aims at bridging the two important domains: brain science

and AI, to foster their mutual enhancement. There are two directions: 1) AI in brain

science and 2) brain inspired AI.

For AI in brain science, we explore three pivotal problems:

1) Developing graph-based deep generative model to infer individ-

ual brain structure-function relationship. Brain’s structure-function behaves

under a distributed and heterogeneous pattern: at network level, rich functionalities

arise from non-overlapping sets of anatomical connections which means functional

networks do not necessarily correspond to the underlying structural substrate with

a simple node-to-node mapping. Moreover, this complex relation can be interwo-

ven with widely existed individual variations, making it a highly challenging research

topic. To solve this problem, we introduced multi-GCN architecture into generative

adversarial network (MGCN-GAN) and proposed a novel graph-based GAN model

to capture complex individual-specific structure-function relationship. This work is

the earliest one in using ANNs to infer brain networks at individual level, which won

the Young Scientist Award at the MICCAI 2020.

2) Leveraging multi-modal fusion and embedding learning techniques

to advance the study of brain diseases. We proposed a novel graph-based deep

neural network – Deep Connectome, to simultaneously model individual structural

and functional networks for brain disease analysis. The major advantage of the Deep
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Connectome is its capability to integrate multiple types of network connectome and

characterize their deep relationship as an “individual connectome signature”. We

also developed a novel structure learning method to model the continuum of AD

progression as a tree-based trajectory. With the learned tree-based representation of

AD progression, we can accurately predict a new individual patient’s clinical status by

projecting its brain networks back to this tree structure and examining the projected

location within the entire AD spectrum. The two research works are the pioneers in

brain disease studies.

3) Exploreing how to unlock the potential benefits of LLMs in brain

science and healthcare domains. In our work, we take advantages of the cutting-

edge techniques in LLMs domain and solved a longstanding correspondence problem

in neuroscience. We also conducted extensive experiments to explore the important

problem: whether model designs should be generic or domain specific, which provides

new insights for the future development of LLMs.

For brain-inspired-AI, we conducted two-stage study:

1) We conducted post hoc study and built the connection between

ANNs and BNNs. Our experimental results suggest that models similar with

the more advanced biological brain networks perform better. Therefore, the most

advanced human brain is the best reference for designing the optimal architecture of

ANNs. This work provides solid experimental support for brian-inspired-AI.

2) Based on the findings in 1), we further incorporated organizational

principles of BNNs to guide the design of ANNs. Specifically, we leveraged

the widely existed Core-Periphery (CP) organization in BNNs to guide the informa-

tion communication mechanism of the self-attention in vision transformer (ViT) and

propose a novel CP-ViT, which outperforms other state-of-the-art ANNs.
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9.2 Future Work

The effective integration of multiple modalities of data is a crucial feature of

advanced intelligent systems. In addition, complex real-world problems often involve

information from various modalities, especially in medical domain. In contrast, most

current applications of AI in medical domain tend to focus on narrowly defined tasks

utilizing a single data modality and typically rely on isolated snapshots for assess-

ments, failing to capture the continuous nature of health as an ongoing state. There-

fore, in the future, development of effective multi-modal biomedical AI models will be

an important research topic. My previous research has delved deeply into the fusion

of multi-modal medical images, establishing a strong foundation for the development

of multi-modal AI models that extend beyond images. Additionally, the increasing

accessibility of biomedical data from extensive biobanks, electronic health records,

medical imaging, wearable and ambient biosensors has created an ideal environment

for the advancement of multi-modal AI models. Building upon these advancements, I

aim to develop multi-modal AI models capable of seamlessly incorporating data across

diverse modalities, including data from biosensors, genetics, imaging, clinical records,

and environmental factors. The goal of these models is to facilitate broad applications

such as personalized medicine and precision prediction of disease progression.
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